Abstract

We study a generalization of the $k$-median problem with respect to an arbitrary dissimilarity measure $D$. Given a finite set $P$, our goal is to find a set $C$ of size $k$ such that the sum of errors $D(P, C) = \sum_{p \in P} \min_{c \in C} \{D(p, c)\}$ is minimized. The main result in this paper can be stated as follows: There exists an $O(n^{2}\frac{\log(1)}{\epsilon})$ time $(1 + \epsilon)$-approximation algorithm for the $k$-median problem with respect to $D$, if the 1-median problem can be approximated within a factor of $(1 + \epsilon)$ by taking a random sample of constant size and solving the 1-median problem on the sample exactly. Using this characterization, we obtain the first linear time $(1 + \epsilon)$-approximation algorithms for the $k$-median problem in an arbitrary metric space with bounded doubling dimension, for the Kullback-Leibler divergence (relative entropy), for Mahalanobis distances, and for some special cases of Bregman divergences. Moreover, we obtain previously known results for the Euclidean $k$-median problem and the Euclidean $k$-means problem in a simplified manner. Our results are based on a new analysis of an algorithm from [20].

1 Introduction

Clustering is the (meta-)problem of partitioning a given set of objects into subsets of similar objects. It has application in various areas of computer science such as machine learning, data compression, data mining, or pattern recognition. Depending on the application we want to cluster such diverse objects as text documents, probability distributions, feature vectors, etc. Obviously, different objects and different applications also require different notions of (dis-)similarity of objects. As a consequence, there are numerous different formulations of clustering. In theoretical computer science many approximation algorithms have been developed for variants of clustering, where the points come from a metric space. However, for non-metric dissimilarity measures almost no approximation algorithms are known.

This stands in sharp contrast to the fact that we have non-metric dissimilarity measures in many applications. Text documents are often clustered using the cosine-similarity measure on TFIDF vectors (term frequency inverse document frequency), in bioinformatics Pearson correlation is used frequently, and in statistics Bregman divergences are to be minimized, e.g. the Kullback-Leibler divergence (relative entropy).

In fact, our work started with an industrial project on lossless compression of Java and C++ executable code. For lossless compression achieving a significant compression ratio we had to use statistical models of the executable code based on a large number of probability distributions. The space required to store these distributions threatened to outweigh any savings achieved by compressing the executable code. To solve this problem, rather than storing all distributions of our statistical models we tried to identify a good set of representatives for these distributions. Replacing one distribution in a statistical model by some representative incurs a certain loss in compression that is well approximated by the Kullback-Leibler divergence between the two distributions. Hence computing a set of representatives for distributions in a statistical model for executable code compression immediately leads to a clustering problem involving the Kullback-Leibler divergence.

In this paper we do a first step towards understanding clustering problems with non-metric dissimilarity measures, like Kullback-Leibler divergence. We consider a problem that is relatively well understood in the case of Euclidean and metric distances: $k$-median clustering. In $k$-median clustering we have a representative (sometimes called prototype) for each cluster. In the geometric version of the problem this is the cluster center. We are interested in minimizing the sum of error of the clustering, i.e. the error that is made by representing each input object by its corresponding representative. Since we allow non-metric dissimilarity measures, this version of $k$-median also captures other variants like the well-known Euclidean $k$-means clustering, where the goal is to minimize the sum of squared errors (with respect to Euclidean distance).
1.1 Related work. There has been a rich research on clustering during the recent decades. For an overview see [16], [30] or [25].

It is known that in arbitrary metric spaces the \( k \)-median clustering problem is \( \mathcal{NP} \)-hard. It is even \( \mathcal{NP} \)-hard to approximate within a factor of 1.73 (see [17]). Several constant factor polynomial time approximation algorithms are known. The fastest known algorithm is due to METTU and PLAXTON [26]. In the case of the cost function \( \sigma \), the fastest known algorithm is due to [27]. Pereira et al. [26] proposed a simple \( \sigma \) approximation algorithm with running time \( O(\rho_{\sigma,d} n \log k \log n) \) where \( \rho_{\sigma,d} = 2^{O(1+\frac{1}{2} \log \frac{1}{\epsilon} + 1)} \). This was improved to \( O(n + \rho_{\sigma,d} k^{O(1)} \log^{O(1)} n) \) by HARPELED and MAZUMDAR [13] by using coresets. BANDERJEE ET AL. [1] provided a PTAS with running time \( O(d^{O(1)} n \log^{O(k)} n 2^{\frac{1}{2}+2} n^{O(1)}) \).

Considering the Euclidean \( k \)-means problem, the fastest known algorithm solving the problem exactly in time \( O(n^d k^{\frac{1}{2}+1}) \) was given by INABA ET AL. [14]. A widely used heuristic for the \( k \)-means problem is LLOYD’s algorithm [22]. MATOUSEK [24] provided a deterministic \( (1 + \epsilon) \)-approximation algorithm with running time \( O(n \log^d n (\frac{1}{\epsilon})^{2d^2}) \). HARPELED and MAZUMDAR [13] improved the running time to \( O(n + (\frac{1}{\epsilon})^{2d+1} k^{k+2} \log^{k+1} n \log^k \frac{1}{\epsilon}) \). For the high dimensional case, FERNANDEZ DE LA VEGA ET AL. [11] achieved a \((1 + \epsilon)\)-approximation in time \( O(d^{O(1)} n \log^{O(k)} n 2^{\frac{1}{2}+2}) \).

Of the recent work, the following approach is of particular interest to our work. KUMAR ET AL. [20] proposed a simple \( O(n d^{2\frac{1}{2}+2} n^{\sigma(1)}) \)-time \((1 + \epsilon)\)-approximation algorithm for the Euclidean \( k \)-means problem. This approach was later generalized to certain Euclidean clustering problems such as the Euclidean \( k \)-median problem (see [21]). CHEN [7] combined the algorithm from [20] with a new coreset construction and improved the running time to \( O(n^d k^{\frac{1}{2}} d^{2 \sigma(1)}) \) for arbitrary \( \sigma > 0 \).

Methods for \( k \)-median clustering by Kullback-Leibler divergence were first suggested by PEREIRA ET AL. [27]. BAKER and MCCALLUM [3] proposed a simple agglomerative greedy strategy which turns out to perform surprisingly well in empirical tests. Independently, SLONIN and TISHBY [28] stated a similar algorithm. DIHLLON ET AL. [9] proposed a local improvement heuristic for clustering by Kullback-Leibler divergence which is an adaptation of LLOYD’s \( k \)-means algorithm. BANERJEE ET AL. [4] generalized this approach to the class of all Bregman divergences. All these recent strategies have in common that they lack any provable approximation ratio and rely on empirical evaluation.

1.2 The generalized \( k \)-median problem. In this section we introduce our formulation of the \( k \)-median problem, which captures a number of well-known clustering problems. We are given an arbitrary ground set \( \Delta \) of possible objects. On this ground set a dissimilarity measure \( D : \Delta \times \Delta \rightarrow \mathbb{R}_+ \) is defined, that specifies the dissimilarity between two objects from the ground set. We make no assumption on the dissimilarity measure other than \( D(x, y) = 0 \) if and only if \( x = y \). For \( P \subseteq \Delta \) and \( c \in \Delta \) we also use \( D(P, c) = \sum_{p \in P} D(p, c) \) for simplicity of notation.

The \( k \)-median problem is defined as follows. We are given a finite set \( P \subseteq \Delta \) of objects from the ground set. Our goal is to find a set \( C \subseteq \Delta \) of size \( k \) such that the sum of errors

\[
D(P, C) = \sum_{p \in P} \min_{c \in C} \{ D(p, c) \}
\]

is minimized. We denote the cost of such an optimal solution by \( \text{opt}_k(P) \). The elements of \( C \) are called \( k \)-medians of \( P \).

1.3 Our results. The main result in this paper can be roughly stated as follows: Every dissimilarity measure has a linear time \((1 + \epsilon)\)-approximation algorithm for the \( k \)-median problem, if the \( 1 \)-median problem can be approximated within a factor of \((1 + \epsilon)\) by taking a random sample of constant size and solving the \( 1 \)-median problem on the sample exactly. Later, we apply this result to obtain a number of new clustering algorithms for metric and non-metric distance measures. Stated in detail, the result is as follows.

**Theorem 1.1.** Given \( k \in \mathbb{N} \) and \( \epsilon < 1 \). Assume that for \( \delta < 1 \) and \( \gamma = \frac{\sigma}{\epsilon} \) dissimilarity measure \( D \) satisfies:

a) For every finite subset \( S \subseteq \Delta \) an \( \epsilon \)-optimal 1-median \( \Gamma(S) \in \Delta \), i.e. \( D(S, \Gamma(S)) = \text{opt}_1(S) \) can be computed in time depending only on \( |S| \).

b) There exists a constant \( m_{\gamma, \delta} \in \mathbb{N} \) such that for every subset \( P \subseteq \Delta \) of size \( n \) and for every uniform sample multiset \( S \subseteq P \) of size \( m_{\gamma, \delta} \) an \( \epsilon \)-optimal 1-median \( \Gamma(S) \in \Delta \) satisfies

\[
\Pr \left[ D(P, \Gamma(S)) \leq (1 + \gamma) \text{opt}_1(P) \right] \geq 1 - \delta.
\]

Then there exists an algorithm that with constant probability returns a \((1 + \epsilon)\)-approximation of the \( k \)-median problem with respect to \( D \) for input instance \( P \) of size \( n \) in time \( O(n^2 \frac{1}{2} \sigma(1)) \).
We call conditions (a) and (b) the $[\gamma, \delta]$-sampling property. Property (a) captures mainly the fact that the problem is well-posed, i.e. a $k$-median is computable, etc. Property (b) requires that a solution for a constant size uniform sample is a $(1 + \epsilon)$-approximation for the $1$-median problem. However, for some dissimilarity measures like the $\ell_2$-norm on $\mathbb{R}^d$, property (a) is not satisfied, because one cannot compute an exact solution to the Euclidean $1$-median problem. To deal with these problems we generalize our property in Section 4. Even under this weaker restriction we obtain a $(1 + \epsilon)$-approximation algorithm of the $k$-median problem.

1.4 New clustering algorithms. Using our main result, we obtain the first linear time $(1 + \epsilon)$-approximation algorithms for the following problems:

- $k$-median in an arbitrary metric space $(X,D)$ with bounded doubling dimension that satisfies condition (a).
- $k$-median of probability distributions with respect to the Kullback-Leibler divergence (relative entropy), under the assumption that for all distributions every element has at least some (small constant) probability. This is the first approximation algorithm for $k$-median under the Kullback-Leibler divergence that provides any non-trivial approximation ratio.
- $k$-median in $\mathbb{R}^d$ with respect to Mahalanobis distances and some special cases of Bregman divergences that can be reduced to a Mahalanobis distance.

1.5 Our techniques. To obtain our main result we describe a generalized and improved analysis of algorithm IRRED-$k$-MEANS from [20]. This algorithm has already been generalized to other clustering problems. In [21], sufficient conditions for dissimilarity measures in the $\mathbb{R}^d$ that allow for the application of the algorithm from [20] have been given. However, symmetry or the triangle inequality are always assumed. Our generalization does not require these assumptions. Therefore, we can obtain results for non-metric dissimilarity measures like the Kullback-Leibler divergence, which does not seem to be possible using previous results.

Our new approach does not only generalize to non-metric dissimilarity measures, it can also be used to obtain the results for the Euclidean $k$-median and the Euclidean $k$-means problem from [20, 21]. Moreover, these results can be obtained by a significantly simplified analysis.

To obtain our results for specific dissimilarity measures like the Kullback-Leibler divergence, Mahalanobis distances, etc. we show that the $1$-median of a constant sized uniform sample set $S \subseteq P$ is an approximate $1$-median of $P$. These sampling results are the second main contribution of this paper.

1.6 Organization. In Section 2 we present and analyze a $(1 + \epsilon)$-approximation algorithm for the $k$-median problem with respect to $D$ satisfying the $[\gamma, \delta]$-sampling property. In Section 3 we give several examples of dissimilarity measures satisfying this property. We discuss a generalization of the $[\gamma, \delta]$-sampling property in Section 4.

2 Algorithm for $[\gamma, \delta]$-sampleable dissimilarity measures

In this section we describe and analyze our main algorithm.

2.1 Superset sampling. The algorithm uses the superset sampling technique due to [20]. The technique is an immediate consequence of probabilistic concentration bounds. In the sequel, $m_{\gamma, \delta}$ and $\Gamma$ are as described in Theorem 1.1.

Lemma 2.1. (Superset sampling technique) Let $D$ satisfy the $[\gamma, \delta]$-sampling property. Let $P \subseteq \Delta$ of size $n$ and $P' \subseteq P$ with $|P'| \geq \alpha n$. Let $S \subseteq P$ an uniform sample multiset of size at least $\frac{1}{\alpha} m_{\gamma, \delta}$. With probability at least $\frac{1-\delta}{n}$ there exists a subset $S' \subseteq S$ with $|S'| = m_{\gamma, \delta}$ and optimal $1$-median $\Gamma(S')$ satisfying

$$D(P', \Gamma(S')) \leq (1 + \gamma) \text{opt}_1(P').$$

For a sample set $S \subseteq P$ of size $\frac{1}{\alpha} m_{\gamma, \delta}$ we set $T = \{ \Gamma(S') \mid S' \subseteq S, |S'| = m_{\gamma, \delta}\}$. As an immediate consequence of the lemma, for any fixed subset $P' \subseteq P$ with $|P'| \geq \alpha |P|$ with constant probability $T$ contains an approximate $1$-median of $P'$. We call the elements of $T$ candidates for approximate medians.

2.2 The algorithm. First, we explain an idealized version of algorithm IRRED-$k$-MEANS for the case of $k = 2$. Let $P_1$ and $P_2$, denote the clusters of an optimal $2$-median clustering of input set $P$ with $|P_1| \geq \alpha |P|$. Here $\alpha < \frac{1}{4}$ is a parameter to be specified later. Our strategy can be stated as follows.

1. Use the superset sampling technique to obtain $\hat{c}_1$ from $P$ with $D(P_1, \hat{c}_1) \leq (1 + \gamma) \text{opt}_1(P_1)$.

2. Let $N$ be the smallest subset of the closest points from $P$ towards $\hat{c}_1$ such that for the remaining points $R = P \setminus N$ holds $|P_2 \cap R| \geq \alpha |R|$. Assign $N$ to $\hat{c}_1$. 


3. Use superset sampling technique again to obtain \( \tilde{c}_2 \) from \( R \) with \( D(P_2 \cap R, \tilde{c}_2) \leq (1 + \gamma) \\text{opt}_1(P_2 \cap R) \).

4. Assign all remaining points to their closest approximate median and return \( \{ \tilde{c}_1, \tilde{c}_2 \} \) as \((1 + \gamma)\)-approximate solution.

This idealized strategy faces two problems. First, using the superset sampling technique we do not get a single approximate median \( \tilde{c}_1 \). Instead we get set \( T \) of candidates for approximate medians. To solve this problem we simply try all possible candidates as approximate median \( \tilde{c}_1 \) and choose the candidate which leads to minimal cost. Note that for constant \( \alpha \) and \( m_{\gamma, \delta} \) the candidate set is also of constant size \( 2^\frac{m}{m_{\gamma, \delta}} \).

Hence, the algorithm computes a set of possible solutions, \( C^* \), such that \( \| R \| \) is minimal, where \( R \) be the minimal value of candidates for approximate medians. To solve this problem we approximate \( \nu \) values of medians yet to be found.

In the sequel, let \( D \) satisfy the \([\gamma, \delta]\)-sampling property. Instead of \( N \) we will approximate medians are computed (according to Lemma 2.1) and let \( \nu \) be the minimal value such that \( |P_2 \cap R^\nu| \geq \alpha |R^\nu| \). Instead of \( N \) we will assign the points from \( N^{(1)} \), \( N^{(2)} \), \ldots, \( N^{(\nu)} \) to \( \tilde{c}_1 \).

We still do not know how to choose \( N \) from step 2 explicitly. To cope with this problem we approximate \( N \) by partitioning \( P \) into subsets \( N^{(1)}, N^{(2)}, \ldots, N^{(\log n)} \). Here, \( N^{(1)} \) denotes the \( \frac{1}{2} \) closest points towards \( \tilde{c}_1 \), \( N^{(2)} \) the next \( \frac{1}{2} \) closest points, \( N^{(3)} \) the next \( \frac{1}{2} \) closest points, and so on. Let be \( R^\nu = P \setminus \bigcup_{i=1}^{\nu} N^{(i)} \) and let \( \nu \) be the minimal value such that \( |P_2 \cap R^\nu| \geq \alpha |R^\nu| \). Instead of \( N \) we will assign the points from \( N^{(1)}, N^{(2)}, \ldots, N^{(\nu)} \) to \( \tilde{c}_1 \).

We still do not know how to choose \( \nu \). However, we can guess \( \nu \) by trying all possible values and choosing the value that leads to minimal cost.

Algorithm Cluster in Figure 1 gives a precise recursive definition of the aforementioned strategy for arbitrary \( k \). The algorithm alternates between two different types of phases: A sampling phase and a pruning phase. In the sampling phase new candidates for approximate medians are computed (according to Lemma 2.1) and tried in a recursive manner. In the pruning phase new values for \( \nu \) are tried: The next \( \frac{1}{2} |R| \) closest points to already computed approximate medians are assigned and discarded from future consideration. Hence, the algorithm computes a set of possible solutions to the \( k \)-median problem for all candidates of \( \tilde{c}_1 \) and all values of \( \nu \). In the final step the algorithm chooses the best solution found this way.

2.3 Comparison of our contribution and [20]. Algorithm Cluster is identical to algorithm IRRED-k-means from [20]. However, our interpretation and analysis of the algorithm differ significantly from [20].

As above, we consider the case \( k = 2 \) and denote by \( P_1 \) and \( P_2 \) the optimal clusters. Given an approximate median \( \tilde{c}_1 \) of cluster \( P_1 \), the goal of the analysis in [20] is to show that in the pruning phase only points from \( P_1 \) will be assigned to \( \tilde{c}_1 \). In our analysis, the goal is to show that most points assigned to \( \tilde{c}_1 \) come from \( P_1 \).

To achieve their goal, the analysis in [20] relies heavily on the symmetry and the triangle inequality for the Euclidean distance. Furthermore, the notion of irreducibility is fundamental for the analysis of [20].

On the other hand, in the analysis given below we explicitly allow that also points from \( P_2 \) are assigned to \( \tilde{c}_1 \). We use the parameter \( \alpha \) in algorithm Cluster to control the number of points that are incorrectly assigned. By choosing \( \alpha \) small enough and the sample size large enough we are able to bound the approximation factor by \( 1 + \epsilon \). This approach is purely combinatorial and, hence, requires only minimal assumptions on the dissimilarity measure. In particular, symmetry, triangle inequality, and the notion of irreducible clusterings are no longer needed.

Note that in [21] the methods from [20] have been applied in a more general setting. However, the results in [21] come not close to our main result as stated in Theorem 1.1.

2.4 Analysis for \( k = 2 \). To simplify notation, first we analyze algorithm Cluster for the case of \( k = 2 \).

In the sequel, let \( D \) satisfy the \([\gamma, \delta]\)-sampling property.

THEOREM 2.1. Let \( \alpha < \frac{1}{2} \) be an arbitrary positive constant. The algorithm Cluster started with parameters \((P, 2, \emptyset)\) computes a solution \( \tilde{C} \) of the 2-median problem.
for input instance $P$ of size $n$ satisfying

$$\Pr \left[ D(P, \hat{C}) \leq (1 + 8\alpha)(1 + \gamma) \text{opt}_2(P) \right] \geq \left( 1 - \frac{\delta}{5} \right)^2,$$

using $O\left( n^2 \left( \frac{\log n}{\log(n-1)} \right)^{O(1)} \right)$ arithmetic operations.

**Proof of Theorem 2.1.** Assume for simplicity of notation that $n$ is a power of 2. Further, let $P_1$ and $P_2$ denote the partition of $P$ of the optimal 2-clustering with the optimal set of medians $C = \{ c_1, c_2 \}$, i.e. $D(P, C) = \text{opt}_2(P)$ and $D(P_i, c_i) = \text{opt}_1(P_i)$. Assume $|P_1| \geq \frac{1}{2}|P| > \alpha|P|$.

Denote by $T_1$ the candidate set from step 7 during the initial call of the algorithm. By Lemma 2.1 with probability at least $\frac{1 - \delta}{2}$ set $T_1$ contains a $\hat{c}_1$ with $D(P_1, \hat{c}_1) \leq (1 + \gamma) D(P_1, c_1)$.

We consider two cases. First, we assume there exists a recursive call with parameters $(R, 1, \{ \hat{c}_1 \})$ such that $|P_2 \cap R| \geq \alpha|R|$. Later we consider the case when there is no such recursive call.

So let us assume there exists a recursive call with $|P_2 \cap R| \geq \alpha|R|$. Let $R$ be the largest input set with that property. Let $T_2$ be the candidate set from step 7 of this call. Again by Lemma 2.1 with probability $\frac{1 - \delta}{2}$ set $T_2$ contains a $\hat{c}_2$ satisfying $D(P_2 \cap R, \hat{c}_2) \leq (1 + \gamma) D(P_2 \cap R, c_2)$. Here $c'_2$ is the optimal 1-median of $P_2 \cap R$, i.e. $D(P_2 \cap R, c'_2) = \text{opt}_1(P_2 \cap R)$. Thus, $\hat{C} = \{ \hat{c}_1, \hat{c}_2 \}$ yields an upper bound $D(P, \hat{C})$ on the cost of the solution returned by algorithm CLUSTER.

Define $N = P \setminus R$. Using

$$D(P, \hat{C}) \leq D(P_1, \hat{c}_1) + D(P_2 \cap N, \hat{c}_1) + D(P_2 \setminus N, \hat{c}_2),$$

we bound each term individually. Using Claim 2.1 and 2.2 we conclude

$$D(P, \hat{C}) \leq (1 + 8\alpha) D(P_1, \hat{c}_1) + D(P_2 \setminus N, \hat{c}_2) \leq (1 + 8\alpha)(1 + \gamma) D(P_1, c_1) + (1 + \gamma) D(P_2 \setminus N, c_2) \leq (1 + 8\alpha)(1 + \gamma) \text{opt}_2(P).$$

**Claim 2.1.** $D(P_2 \cap N, \hat{c}_1) \leq 8\alpha D(P_1, \hat{c}_1)$.

**Proof.** Assume $N \neq \emptyset$, otherwise the claim is trivially true. Hence, $N$ is the disjoint union of $\nu$ different subsets $N^{(j)}$ of size $\frac{n}{\nu}$ which correspond to the neighborhoods removed in step 12 of the algorithm, i.e. $N = N^{(1)} \cup N^{(2)} \cup \ldots \cup N^{(\nu)}$. We show that for each $j$ the set $N^{(j)}$ contains a large number of points from $P_1$ and only few points from $P_2$. Define $R^{(0)} = P$ and $R^{(j)} = R^{(j-1)} \setminus N^{(j)}$. By definition $|R^{(j)}| = |N^{(j)}| = \frac{n}{\nu}$. Note that the $R^{(j)}$ have been input sets of recursive calls prior to the call on $R = R^{(\nu)}$, and hence $|P_2 \cap R^{(j)}| < \alpha|R^{(j)}|$ for all $j < \nu$. We obtain

$$\forall j \leq \nu : |P_2 \cap N^{(j)}| \leq |P_2 \cap R^{(j-1)}| < \alpha|R^{(j-1)}| = 2\alpha \frac{n}{2^j},$$

where the first inequality holds since $N^{(j)} \subseteq R^{(j-1)}$. We also get

$$\forall j \leq \nu : |P_1 \cap N^{(j)}| = |N^{(j)}| - |P_2 \cap N^{(j)}| \geq (1 - 2\alpha) \frac{n}{2^j}.$$ 

By definition of $N^{(j)}$ we know that for all $j < \nu$ and for $p \in N^{(j)}$ and $p' \in N^{(j+1)}$ we have $D(p, \hat{c}_1) \leq D(p', \hat{c}_1)$. Using (2.1) and (2.2) we get

$$\forall j < \nu : D(P_2 \cap N^{(j)}, \hat{c}_1) \leq \frac{4\alpha}{1 - 2\alpha} D(P_1 \cap N^{(j+1)}, \hat{c}_1).$$

We still need an upper bound on $D(P_2 \cap N^{(\nu)}, \hat{c}_1)$. Considering $P_1 \cap R^{(\nu)}$ we obtain

$$|P_1 \cap R^{(\nu)}| = |R^{(\nu)}| - |P_2 \cap R^{(\nu)}| \geq |R^{(\nu)}| - |P_2 \cap R^{(\nu-1)}| > (1 - 2\alpha) \frac{n}{2^\nu}.$$ 

By definition of $N^{(\nu)}$ and $R^{(\nu)}$ we also know that for all $p \in N^{(\nu)}$ and $p' \in R^{(\nu)}$ we have $D(p, \hat{c}_1) \leq D(p', \hat{c}_1)$. Analogously to (2.3), combining (2.1) and (2.4) we conclude

$$D(P_2 \cap N^{(\nu)}, \hat{c}_1) \leq \frac{2\alpha}{1 - 2\alpha} D(P_1 \cap R^{(\nu)}, \hat{c}_1).$$

Using (2.3) and (2.5) we obtain

$$D(P_2 \cap N, \hat{c}_1) = \sum_{j=1}^{\nu} D(P_2 \cap N^{(j)}, \hat{c}_1) \leq 8\alpha \sum_{j=1}^{\nu-1} D(P_1 \cap N^{(j+1)}, \hat{c}_1) + 8\alpha D(P_1 \cap R^{(\nu)}, \hat{c}_1) \leq 8\alpha D(P_1, \hat{c}_1)$$

since $\frac{2\alpha}{1 - 2\alpha} \leq \frac{4\alpha}{1 - 2\alpha} \leq 8\alpha$ for $\alpha \leq \frac{1}{4}$. 

**Claim 2.2.** $D(P_2 \setminus N, \hat{c}_2) \leq (1 + \gamma) D(P_2 \setminus N, c_2)$.

**Proof.** By choice of $\hat{c}_2$, for the optimal 1-median $c'_2$ of $P_2 \setminus N$ we get $D(P_2 \setminus N, \hat{c}_2) \leq (1 + \gamma) D(P_2 \setminus N, c'_2)$. Due to the optimality of $c'_2$ the claim follows.

**Proof of Theorem 2.1 (continued).** Finally, we consider the case when there has not been a recursive call on an
input set \( R \) with \( |P_2 \cap R| \geq \alpha |R| \). In this case there is a sequence of recursive calls consecutively using step 13 \( \nu = \lfloor \log n \rfloor \) times. We end up with a single point \( q \in R \). This \( q \) can be given its own cluster with median \( \bar{c}_2 = q \). This is not contributing any cost to \( D(P, \{ \bar{c}_1, \bar{c}_2 \}) \). The cost of \( D(P_2 \cap N, \bar{c}_1) \) with \( N = \bigcup_{j=1}^{n \log n} \mathcal{N}(j) \) is still bounded as given above. This concludes the proof.

The running time analysis of [20] can easily be adopted to algorithm \textsc{Cluster}. This shows that the running time of the algorithm is linear in \( n \). \( \square \)

2.5 Analysis for \( k > 2 \). We can generalize the analysis of algorithm \textsc{Cluster} to the case of \( k \geq 2 \), leading to the following theorem for \( D \) satisfying the \([\gamma, \delta]-sampling\) property.

**Theorem 2.2.** Let \( \alpha < \frac{1}{10} \) be an arbitrary positive constant. The algorithm \textsc{Cluster} starts with parameters \((P, k, \emptyset)\) computes a solution \( \mathcal{C} \) of the \( k \)-median problem for input instance \( P \) of size \( n \) such that

\[
\Pr \left[ D(P, \mathcal{C}) \leq (1 + 8 \alpha k^2)(1 + \gamma) \text{opt}_k(P) \right] \geq \left(1 - \frac{\delta}{5}\right)^k,
\]

using \( O\left(n2^{(\frac{\delta}{5})m, \alpha} \gamma(1)^4\right) \) arithmetic operations.

This theorem can be proven analogously to the proof of Theorem 2.1. Generally speaking, during execution of the algorithm we consider the two superclusters \( P'_1 \) and \( P'_2 \), with \( P'_1 \) consisting of the clusters whose medians have already been approximated by \( \mathcal{C}_i = \{c_1, c_2, \ldots, c_i\} \) and \( P'_2 \) consisting of the clusters whose medians have yet to be found. Again, it can be shown that by removing a neighborhood \( N'_i \) in step 12 only a small fraction of points from \( P'_2 \) are removed which leads to \( D(P'_2 \cap N'_i, \mathcal{C}_i) \leq 8\alpha k \text{D}(P'_1, \mathcal{C}_i) \). Summation over all \( \mathcal{C}_i \) leads to the given bound. We omit the details here for the sake of brevity.

Our main result, Theorem 1.1, is an immediate consequence of Theorem 2.2 by choosing parameters \( \alpha = \frac{1}{100 \gamma} \) and \( \gamma = \frac{\delta}{5} \). By running the algorithm multiple times the success probability can be amplified as close to 1 as desired without changing the asymptotic running time.

3 Sampling for large classes of dissimilarity measures

We now show how to apply Theorem 1.1 to various dissimilarity measures.

3.1 Sampling for arbitrary metrics with bounded doubling bound. Let \((X, D)\) be a metric space and let \( \text{diam}(Y) = \max_{x,y \in Y} D(x,y) \) be the diameter of \( Y \subseteq X \). A collection \( \{Y_1, Y_2, \ldots, Y_\nu\} \) of subsets of \( Y \) is called a \( \beta \)-cover iff \( Y = \bigcup_{i=1}^\nu Y_i \) and \( \text{diam}(Y_i) \leq \beta \). The covering number \( C(Y, \beta) \) is the smallest cardinality of a \( \beta \)-cover of \( Y \), i.e. \( C(Y, \beta) = \min \{\nu : \bigcup_{i=1}^\nu Y_i \subseteq Y, Y = \bigcup_{i=1}^\nu Y_i, \text{diam}(Y_i) \leq \beta \} \). The following definition is taken from [12].

**Definition 3.1. (Doubling Dimension)** For \( Y \subseteq X \) let \( \lambda(Y) = C(Y, \frac{1}{2} \text{diam}(Y)) \). Then the doubling dimension of \((X, D)\) is defined as \( \text{ddim}(X) = \sup_{Y \subseteq X} \log_2(\lambda(Y)) \).

In the sequel, let \( c \) be the optimal 1-median of input instance \( P \subseteq X \) of size \( n \), i.e. \( D(P, c) = \text{opt}_1(P) \). We need the following lemma which is an immediate consequence of Markov’s inequality and the union bound.

**Lemma 3.1.** Let \( \delta > 0 \). A random sample multiset \( S \subseteq P \) of size \( m \) satisfies

\[
\Pr \left[ \exists q \in S : D(q, c) \leq \frac{1}{\delta n} D(P, c) \right] \leq m \delta .
\]

We also need the following result which is a small modification of a result from [15] (see also [29]).

**Lemma 3.2.** Let \( \gamma \leq 1 \) and \( b \in X \) be an arbitrary point with \( D(P, b) > (1 + \frac{\gamma}{10}) D(P, c) \). A random sample multiset \( S \subseteq P \) of size \( m \) satisfies

\[
\Pr \left[ D(S, c) \geq C(S, b) - \frac{\gamma m}{5n} D(P, c) \right] \leq \exp \left( -\frac{\gamma^2 m}{144} \right) .
\]

**Proof.** This proof is a small modification of the proof of Theorem 34 presented in [29]. For a random sample multiset \( S \subseteq P \) we consider the random variable

\[
X = \frac{D(S, b) - D(S, c) + m D(b, c)}{2(D(b, c) + \frac{m}{5n} D(P, c))} .
\]

By the triangle inequality we have \( D(S, b) + m D(b, c) \geq D(S, c) \) and \( D(S, b) - D(S, c) \leq m D(b, c) \). Thus, \( 0 \leq X \leq m \). We are interested in the probability of the event \( X \leq \frac{\gamma m}{5n} \). This case is equivalent to \( D(S, c) \geq D(S, b) - \frac{\gamma m}{5n} D(P, c) \). We use Chernoff bounds to show that this happens only with small probability.

First, we get

\[
E[X] = \frac{m}{n} \frac{D(P, b) - D(P, c) + n D(b, c)}{2(D(b, c) + \frac{m}{5n} D(P, c))} .
\]

By choice of \( b \), we have \( D(P, b) - D(P, c) > \frac{\gamma}{50} D(P, c) \) and \( D(b, c) > \frac{\gamma}{50} (1 + \frac{\gamma}{50}) D(P, b) \). Thus, we
Therefore, from now on we will only consider solutions whose sample points lie within ball $U$. To obtain the following result for metrics with bounded Mahalanobis distances, we denote its Mahalanobis distance (see [23]) with respect to $A$ as $d(A, x) = \|x - y\|$ for all $x, y \in \mathbb{R}^d$.

We apply Lemma 3.2 to $N_b$. By the union bound, for each $\delta$ there exists a constant $\lambda_5$ such that for $m \geq \lambda_5 B \frac{1}{\gamma} \log \frac{1}{\gamma}$ we have

$$
\Pr \left[ 3x \in N_b : D(S, c) \geq D(S, x) - \frac{\gamma m}{5n} D(P, c) \right] < \left( \frac{6m}{\gamma n} \right)^B \cdot \exp \left( -\frac{\gamma^2 m}{144} \right) < \frac{\delta}{2} .
$$

So, again with probability $1 - \frac{\delta}{2}$, for all $x \in N_b$ we have $D(S, x) > D(S, c) + \frac{\gamma m}{5n} D(P, c)$.

Now consider an optimal 1-median $c_S$ of $S$. Let $q$ be the closest point in $N$ to $c_S$. Since $c_S \in U$ we have $D(q, c_S) \leq \frac{\gamma m}{5n} D(P, c)$. Furthermore, by the triangle inequality for all $x \in N_b$ we have

$$
D(S, q) \leq D(S, c_S) + \frac{\gamma m}{5n} D(P, c) \\
\leq D(S, c_S) + \frac{\gamma m}{5n} D(P, c) < D(S, x).
$$

Hence, $q \not\in N_b$ and $D(P, q) \leq (1 + \frac{\gamma}{\delta}) D(P, c)$. By the triangle inequality we conclude

$$
D(P, c_S) \leq D(P, q) + n D(q, c_S) \leq (1 + \gamma) D(P, c) .
$$

This event happens with probability at least $(1 - \frac{\delta}{2})^2 > 1 - \delta$. $\square$

**Corollary 3.1.** An arbitrary metric space $(X, D)$ with $\text{ddim}(X) \leq B$ satisfies the $[\gamma, \delta]$-sampling property with $m_{\gamma, \delta} = \lambda_5 B \frac{1}{\gamma} \log \frac{1}{\gamma}$, provided that we have access to an algorithm that computes $\Gamma(S) = \arg \min_{x \in X} D(S, x)$ in time depending only on $|S|$.

**3.2 Sampling for Mahalanobis distances.** For any positive definite matrix $A \in \mathbb{R}^{d \times d}$ we define the Mahalanobis distance (see [23]) with respect to $A$ for $x, y \in \mathbb{R}^d$ as

$$
D_A(x, y) = (x - y)^\top \cdot A \cdot (x - y) .
$$

Note that with $A = I_d$ we get that the square of the $\ell_2$-norm on $\mathbb{R}^d$ is a Mahalanobis distance.

In the sequel, for any set $P$ we denote by $cp$ the centroid of $P$, i.e. $cp = \frac{1}{|P|} \sum_{x \in P} x$. It is known that $cp$ is the unique optimal 1-median of $P$ (see [4]).
Lemma 3.3. A random sample multiset \( S \subseteq P \) of size \( m \geq \frac{1}{7\gamma} \) satisfies
\[
\Pr [D_A(P, c_S) \leq (1 + \gamma) D_A(P, c_P)] \geq 1 - \delta .
\]
The proof of this lemma is a straightforward generalization of the proof of Lemma 1 from [14].

Corollary 3.2. \( D_A \) on \( \mathbb{R}^d \) satisfies the \([\gamma, \delta]\)-sampling property with \( m_{\gamma, \delta} = \frac{1}{\gamma^2} \) and \( \Gamma(S) = c_S \).

3.3 Sampling for Bregman divergences. For any strictly convex, differentiable function \( \phi : \Delta \subseteq \mathbb{R}^d \rightarrow \mathbb{R} \) we define the Bregman divergence (see [5, 6]) with respect to \( \phi \) for \( x, y \in \Delta \) as
\[
D_{\phi}(x, y) = \phi(x) - \phi(y) - \nabla \phi(y)^\top (x - y).
\]
Here \( \nabla \phi(y) \) denotes the gradient of \( \phi \) at point \( y \). \( D_{\phi}(x, y) \) can be seen as the tail of the first-order Taylor expansion of \( \phi(x) \) at \( y \). Bregman divergences include many prominent dissimilarity measures like the square of the \( \ell_2 \)-norm (with \( \phi_{\ell_2}(t) = \|t\|_2^2 \)), the Mahalanobis distances (\( \phi_{MA}(t) = t^\top A t \)) and the Kullback-Leibler divergence (\( \phi_{KL}(t) = \sum t_i \ln t_i \)).

We make use of the following fact from [4].

Proposition 3.1. All Bregman divergences \( D_{\phi} \) with \( P \subseteq \Delta \) of size \( n \) and \( q \in \Delta \) satisfy
\[
D_{\phi}(P, q) = D_{\phi}(P, c_P) + n D_{\phi}(c_P, q).
\]
As a consequence, we obtain that for all Bregman divergences the centroid \( c_P \) is the optimal 1-median of \( P \). In certain cases, we can obtain the \([\gamma, \delta]\)-sampling property of Bregman divergences using the \([\gamma, \delta]\)-sampling property of a Mahalanobis distance, as is stated in the following lemma.

Lemma 3.4. If there exists a positive definite \( A \in \mathbb{R}^{d \times d} \) and a constant \( 0 < \mu \leq 1 \) such that for all \( x, y \in \Delta \)
\[
(3.6) \quad \mu \cdot D_A(x, y) \leq D_{\phi}(x, y) \leq D_A(x, y)
\]
then a random sample multiset \( S \subseteq P \) of size \( m \geq \frac{1}{\mu^2} \) satisfies
\[
\Pr [D_{\phi}(P, c_S) \leq (1 + \gamma) D_{\phi}(P, c_P)] \geq 1 - \delta .
\]
Proof. From Lemma 3.3 we know that \( E[D_A(c_P, c_S)] = \frac{1}{m} D_A(P, c_P) \). Using (3.6) and Markov’s inequality with \( \gamma \geq \frac{1}{m_{\mu, P}} \) we get
\[
\Pr \left[ D_{\phi}(c_P, c_S) > \frac{1}{n} D_{\phi}(P, c_P) \right] \leq \Pr \left[ D_A(c_P, c_S) > \gamma \mu \frac{1}{n} D_A(P, c_P) \right] \leq \delta .
\]
Since \( D_{\phi}(P, c_S) = D_{\phi}(P, c_P) + n D_{\phi}(c_P, c_S) \) the lemma follows.

We can apply this result to the Kullback-Leibler divergence. For any \( p, q \in \mathbb{R}^d_+ \) the natural1 generalized Kullback-Leibler divergence (see [19, 8]) is defined by
\[
D_{KL}(p, q) = \sum_{i=1}^d p_i \ln \frac{p_i}{q_i} - \sum_{i=1}^d (p_i - q_i) .
\]

Lemma 3.5. Let be \( \nu > \lambda > 0 \) and define \( A = \frac{1}{2\lambda} I_d \).
For all \( p, q \in [\lambda, \nu]^d \) we get
\[
\frac{\lambda}{\nu} D_A(p, q) \leq D_{KL}(p, q) \leq D_A(p, q) .
\]

Proof. We consider the strictly convex, \( C^2 \)-function \( \phi_{KL}(t) = \frac{1}{2} \sum_{i=1}^d \sum_{j=1}^d \frac{\partial^2 \phi_{KL}}{\partial t_i \partial t_j} \phi_{KL}(\xi_i - \xi_j)(\xi_i - \xi_j) \).
Since \( \frac{\partial^2}{\partial t_i \partial t_j} \phi(t) = \frac{1}{t_i} \) and \( \frac{\partial^2}{\partial t_i \partial t_j} \phi(t) = 0 \) for \( i \neq j \) we obtain
\[
D_{KL}(p, q) = \frac{1}{2} (p - q)^\top \begin{pmatrix} \frac{1}{\xi_1} & \frac{1}{\xi_2} & \ldots & \frac{1}{\xi_d} \end{pmatrix} (p - q) .
\]
Using \( \frac{1}{2} \leq \frac{1}{\xi} \leq \frac{1}{\lambda} \) the lemma follows.

Corollary 3.3. \( D_{KL} \) on \([\lambda, \nu]^d \) satisfies the \([\gamma, \delta]\)-sampling property with \( m_{\gamma, \delta} = \frac{1}{\gamma^2} \) and \( \Gamma(S) = c_S \).

Here the dependency of sample size \( m \) on \( \frac{1}{\lambda} \) seems awkward. However, we can show that for the case of Kullback-Leibler divergence this dependency cannot be improved significantly. To be more specific, consider an input instance \( P \subseteq [p, 1]^2 \) of size \( n \) consisting of \( (1 - \frac{1}{2m})n \) copies of point \( (p, 1 - p) \) and \( \frac{1}{2m}n \) copies of point \((1 - p, p)\). By Markov’s inequality, with probability at least \( \frac{1}{4} \) a sample set \( S \) of size \( m \) consists solely of copies of \((p, 1 - p)\). Therefore, with probability \( \frac{1}{4} \) point \((p, 1 - p)\) is assigned as approximate 1-median of \( P \). However, we can prove the following lemma.

Lemma 3.6. Let be \( p < \frac{1}{4} \) and \( \gamma \leq \frac{1}{4} (\ln \frac{1}{p})^{-1} \). Let \( P \) be defined as above. If \( m < \frac{1}{2m} - 1 \), then point \((p, 1 - p)\) is not a \((1 + \gamma)\)-approximate 1-median of \( P \).

\footnote{For different bases of the logarithm we obtain similar results.}
Proof. For simplicity of notation, we identify point $(p, 1 - p)$ with the real number $p$, point $(c, 1 - c)$ with $c$, and so on. Obviously for the optimal $1$-median $c$ of $P$ we have $c = p + \frac{c - 2p}{2m}$.

Now let us assume for contradiction that $p$ is a $(1 + \gamma)$-approximate $1$-median of $P$, or equivalently by Proposition 3.1 $D_{KL}(c, p) \leq \frac{2}{n} D_{KL}(P, c)$. By definition of set $P$ we get

\[
\frac{1}{n} D_{KL}(P, c) = (1 - \frac{1}{2m}) D_{KL}(p, c) + \frac{1}{2m} D_{KL}(1 - p, c)
\]

\[
\leq (1 - \frac{1}{2m}) D_{KL}(p, c) + \frac{1}{2m} D_{KL}(1 - p, c) + D_{KL}(c, p)
\]

\[
\leq (1 - \frac{1}{2m}) \left( \frac{p}{c} \ln \frac{p}{c} + (1 - p) \ln \frac{1 - p}{1 - c} \right)
\]

\[
+ \frac{1}{2m} \left( (1 - p) \ln \frac{1 - p}{c} + p \ln \frac{p}{1 - c} \right)
\]

\[
+ c \ln \frac{c}{p} + (1 - c) \ln \frac{1 - c}{1 - p}
\]

\[
= (c - p) \ln \frac{1 - p}{p} \leq (c - p) \ln \frac{1}{p}
\]

Hence, by $\gamma \leq \frac{1}{4} (\ln \frac{1}{p})^{-1}$ we get

\[
D_{KL}(c, p) \leq \gamma(c - p) \ln \frac{1}{p} \leq \frac{1}{4} (c - p).
\]

On the other hand, we know that the Kullback-Leibler divergence $D_{KL}(c, p)$ is the tail of the first-order Taylor expansion of $\phi_{KL}(c) = c \ln c - (1 - c) \ln(1 - c)$ at $p$. Therefore, by the Lagrange form of the remainder term exist $\xi_1 \in [p, c]$ and $\xi_2 \in [1 - c, 1 - p]$ satisfying

\[
D(c, p) = \frac{1}{2\xi_1} (c - p)^2 + \frac{1}{2\xi_2} (c - p)^2
\]

\[
\geq \left( \frac{1}{2c} + \frac{1}{2(1 - p)} \right) (c - p)^2 \geq \frac{(c - p)^2}{2c(1 - p)}.
\]

This leads to $c - p \leq \frac{c - p}{2c(1 - p)} \leq \frac{1}{4}$, or equivalently $c \leq 2p$. Since $c = p + \frac{c - 2p}{2m}$ we get $\frac{c - 2p}{2m} \leq p$ and finally $m \geq \frac{1}{2p} - 1$, which is a contradiction. \hfill \Box

Now assume with probability $\delta = \frac{1}{2}$ our algorithm could compute a $(1 + \gamma)$-approximation by using a sample set $S$ of size $m = \frac{1}{4\gamma p} (\ln \frac{1}{p})^{-1}$. Then for every $p < \frac{1}{2}$ and for $\gamma = \frac{1}{2} (\ln \frac{1}{p})^{-1}$ we have $m < \frac{1}{2p} - 1$, which contradicts the observation above.

Hence, our bound from Corollary 3.3 cannot be improved by a factor of $\frac{1}{2p} (\ln \frac{1}{p})^{-1}$.

4 Generalization and Discussion

In this section we generalize our result to an even larger family of dissimilarity measures. For the $[\gamma, \delta]$-sampling property as stated in Theorem 1.1, we require that the optimal $1$-median $c_S$ of $S$ can be computed in finite time. However, for the Euclidean $k$-median problem, no such algorithm is known. Moreover, it has been shown that finding $c_S$ requires finding roots of high-order polynomials, which can not be achieved using only radicals [2].

It turns out that our definition of the $[\gamma, \delta]$-sampling property is far more restrictive than is necessary for our algorithm. All we have to ensure is that given a constant sized sample set $S \subseteq P$, we can find a set of candidates for the approximate $1$-median of cluster $P$. Being a $1$-median of $S$ is sufficient for the dissimilarities studied in Section 3, but in general it is not necessary.

Therefore, we can give a more general definition of the $[\gamma, \delta]$-sampling property. It has been shown by Kumar et al. [21] that the Euclidean $k$-median problem, using the $\ell_2$-norm as distance measure, as well as the discrete version of the Euclidean $k$-means problem satisfy this weaker property.

Property 4.1. We say a dissimilarity measure $D$ satisfies the $[\gamma, \delta]$-sampling property iff there exist integer constants $m_{\gamma, \delta}$ and $\tau_{\gamma, \delta}$ such that for each $P \subseteq \Delta$ of size $n$ and for each uniform sample multiset $S \subseteq P$ of size $m_{\gamma, \delta}$ a set $\Gamma(S) \subseteq \Delta$ of size at most $\tau_{\gamma, \delta}$ can be computed which contains a point $c \in \Gamma(S)$ satisfying

\[
Pr[D(P, c) \leq (1 + \gamma) \text{opt}_1(P)] \geq 1 - \delta.
\]

Furthermore, $\Gamma(S)$ can be computed from $S$ in time depending only on $\gamma$, $\delta$, and $|S|$.

Algorithm Cluster can be easily adopted to this new definition. In particular, for each subset $S' \subseteq S$ of size $m_{\gamma, \delta}$ instead of a single point a constant sized set $\Gamma(S')$ is added to the candidate set. Therefore, the asymptotic running time remains the same.

Property 4.1 can be seen as a generalization of the "random sampling procedure property" from [21]. However, our result applies to a larger family of dissimilarity measures. In particular, our result shows that the second requirement from [21] ("tightness property") is not necessary to achieve a $(1 + \epsilon)$-approximation for dissimilarity measures satisfying $[\gamma, \delta]$-sampling property.

An interesting direction for future research is to find additional dissimilarity measures that satisfy the $[\gamma, \delta]$-sampling property. Finally, it remains an open problem to give sufficient and necessary conditions for dissimilarity measures such that a $(1 + \epsilon)$-approximate solution of the corresponding $k$-median problem can be found.
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