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Private information becomes increasingly accessible as more information is stored digitally and available via the Internet. Digitally stored user data such as purchase or search history is easy to analyze. Therefore it was never easier to create a comprehensive profile of a user. A system that let users control the degree of propagation of private information is needed. Techniques to protect private information and securing communication are ongoing studies in cryptography. These studies consider adversaries capable of intercepting and monitoring the communication between honest parties. One goal is that an adversary will not even learn a portion of the private information.

An application of private information protecting techniques is a credential system. A credential system consists of users, organizations and sometimes a trusted third party. The organizations or trusted third parties issue credentials to users. A user participating in a credential system, can get access to information only after proving the ownership of an authorizing credential. A physical world example for credential systems is the driver license, where the user’s ownership of it proves that he is authorized to drive cars. Loosely speaking, to design a credential system in the digital world we issue credentials on the identity of users by creating a digital signature on it. A digital credential system has also to achieve several formal security properties such as consistency of credentials and anonymity of users. Consistency of credentials means that it is not possible to forge a credential for a user, this must hold even if all users and organizations work together.

The anonymity of users is the main property of anonymous credential systems (pseudonym systems). They were introduced by Chaum [21] and further studied in [22, 26, 23, 12, 35]. An anonymous credential system let users request credentials on pseudonyms and let them show the credentials to organizations without revealing any private information, such as the user’s identity. Organizations know only the pseudonyms of a user and are not able to cooperatively link different pseudonyms of one user to identify him. Anonymous credential systems are needed if we think of a pharmacy that offer prescription drugs over the internet. A user has to show his prescription but he also want to keep his identity secret. Otherwise the pharmacy would be able to track his health statistic and perhaps sell this information to a third party. Using an anonymous credential system the user is able to anonymously prove that he has the prescription without revealing any private information. Another application of anonymous credential systems for electronic cash is presented in [34] by Lysyanskaya. With the use of the electronic cash system the user can also anonymously pay at the pharmacy.
1.1 State of research

To construct anonymous credential systems one can use general techniques of zero-knowledge proofs (of knowledge) and techniques of secure two-party computations as it is described Lysyanskaya in [34]. Lysyanskaya [34] also make clear that this approach is not efficient. A more efficient approach introduced by Camenisch and Lysyanskaya [34, 15] is to use a commitment scheme and a (digital) signature scheme, combined with efficient protocols. First a protocol for proving knowledge of a committed value. Second a protocol for proving knowledge of a signature on a committed value and third a protocol for signing a committed value without revealing the committed value to the signing party. In this context the commitment is the user’s pseudonym. The commitment is then signed by an organization and represents the credential. In this model, if a user wants to obtain a credential from an organization A, he forms a commitment and follows the protocol for signing a committed value. In the protocol the user has to prove knowledge of the committed value. The end result is a credential for the pseudonym. The user is now able to prove the possession of a credential from organization A towards another organization B. In succession organization B grants the user access.

Commitment schemes like the Pedersen Commitment [38] let a user commit to a value towards a receiver. The value is only known to the user and hidden for any adversary and in particular for the receiver. If the user is asked by the receiver to reveal his committed value, the receiver is able to check the validity of the user’s commitment.

Digital signature schemes were introduced by Diffie and Hellman [27]. They let users sign documents digitally as an equivalent of handwritten signatures. In general, digital signature schemes guarantee authenticity and integrity of documents. Additionally digital signatures are publicly verifiable and transferable. In a digital signature scheme a user has a unique pair of secret key, only available to the user, and a publicly available verification key. A message is signed using the secret key and can be verified by anyone using the verification key. Digital signature schemes were formalized by Goldwasser, Micali and Rivest [32] and they exist if and only if one-way functions exist [36, 41]. General constructions, that are based on one-way functions, lack efficiency and are therefore undesirable for practical use. More efficient signature schemes, like RSA [40], Fiat-Shamir [29] and the Schnorr [42] signature scheme, were shown to be secure in the random oracle model, where we assume that an ideal random function exist. The downside is that these schemes are not provable secure in the standard model.

Another efficient signature scheme that is secure in the random oracle model was constructed by Boneh, Boyen and Shacham in [8]. The security of their scheme is based on a discrete-logarithm-type assumption called q-Strong Diffie-Hellman (q-SDH) Assumption. Independently of [8], Camenisch and Lysyanskaya [15] proposed an efficient signature scheme that is provable secure in the standard model, where the security is based also on a discrete-logarithm-type assumption called LRSW Assumption. The assumption was introduced by Lysyanskaya, Rivest,
Sahai and Wolf in [35] and it was shown that it holds in generic groups. In [15] Camenisch and Lysyanskaya provide a set of efficient protocols to obtain a signature on a committed value and to prove knowledge of a signature on a committed value. Their main accomplishment is an anonymous credential system that is based on the LRSW Assumption. Other anonymous credential systems were proposed by Verheul [43] and Ateniese and de Medeiros [1]. The anonymous credential system of Verheul [43] is also based on a discrete-logarithm-type assumption but the system is not proven secure. Ateniese and de Medeiros [1] have proposed a system that is based on the Strong RSA Assumption. Another anonymous credential system based on the Strong RSA Assumption is presented by Lysyanskaya in [34]. Lysyanskaya [34] also presents efficient protocols and a formal definition of secure anonymous credential systems.

1.2 Our Work

We design an anonymous credential system based on the q-SDH Assumption. For the design we rely on the definition of anonymous credential systems established by Lysyanskaya [34]. The idea for this anonymous credential system is originally presented by Camenisch and Lysyanskaya in [15]. They state that their methodology can be applied to the work of Boneh, Boyen and Shacham [8] to yield a q-SDH-based signature scheme with efficient protocols.

In this thesis we show signature schemes that are secure under the q-SDH Assumption and based on the mentioned idea. We also provide the corresponding efficient protocols. In combination with a commitment scheme for blocks of values we present an anonymous credential system based on the q-SDH Assumption.

In Chapter 2 we introduce notation, recall important definitions, show a commitment scheme for blocks of values and present basic protocols for the commitment scheme. Next, in Chapter 3 we recall the definition of secure anonymous credential systems established by Lysyanskaya [34]. We also present how the combination of a secure signature scheme, commitment scheme and efficient protocols result in a basic anonymous credential system. In Chapter 4 we present signature schemes that are secure under the q-SDH Assumption. Similar to Camenisch and Lysyanskaya [15], but under a different assumption, we present a basic signature scheme for single messages and a signature scheme for blocks of messages. Where the latter is suited for obtaining a signature on a committed value. In Chapter 5 we show efficient protocols which allow us to use our signature schemes in the design of an anonymous credential system. In detail, we present a protocol for signing a committed value and a protocol for proving knowledge of a signature on a committed value. Finally, in Chapter 6 we present our main result. The combination of the commitment scheme, signature scheme and efficient protocols in order to obtain an anonymous credential system based on the q-SDH Assumption.
2 Preliminaries

This chapter introduces the notation and definitions of, among others, digital signature schemes, commitment schemes, zero-knowledge proofs and proofs of knowledge. Further it introduces the complexity assumptions used in this thesis to design an anonymous credential system.

2.1 Notation

In this thesis we denote with $x \leftarrow S$ that $x$ is chosen uniformly at random from a set $S$. A similar notation is used for a probabilistic polynomial-time (ppt) algorithm $A$. We denote with $x \leftarrow A$ that $x$ is the output of $A$ determined by the random choices of $A$. Further, we denote by $x \in A$ that the probability that $x$ is the output of the ppt $A$ is positive. A function $\nu: \mathbb{N} \rightarrow \mathbb{R}^+$ is called negligible, if for every $c \in \mathbb{N}$ there is an $\eta_0 \in \mathbb{N}$, such that for all $\eta \geq \eta_0$ it holds that $\nu(\eta) \leq 1/\eta^c$. Let $A(1^n)$ and $B(1^n)$ be two probabilistic algorithms. We call the outputs of $A$ and $B$ computationally indistinguishable, if for all probabilistic polynomial-time (ppt) families of adversaries $\{A_\eta\}$, there exists a negligible function $\nu$ such that for all $\eta$, $\Pr[x_0 \leftarrow A(1^n); x_1 \leftarrow B(1^n); b \leftarrow \{0, 1\}; b' \leftarrow A(x_b): b = b'] = \nu(\eta)$. This notation is originally presented by Lysyanskaya [34]. By $A \blacklozenge B$ we denote that algorithm $A$ has black-box access to algorithm $B$. Black-box access $A \blacklozenge B$ captures that $A$ can invoke $B$ with an input of his choice and reset the state of $B$.

For an interactive proof system (protocol) between two Turing machines $A$ and $B$ we will use the following notation $a \leftarrow (A(x) \leftrightarrow B(x)) \rightarrow b$. Where $a$ (resp. $b$) is the random variable representing the output of $A$ (resp. $B$) when interacting with $B$ (resp. $A$) on common input $x$.

By $A^O(.)$ we denote a Turing machine that has oracle access to $O$. Queries to the oracle $O$ are written in binary to an additional read/write-once query tape. Queries are concluded with the symbol $\#$. The oracle $O$ is invoked right after the conclusion of the query and the answer is written adjacent to the symbol $\#$. In this thesis we assume that in the unlikely event that $x \equiv 0 \pmod{p}$ after choosing $x \leftarrow \mathbb{Z}_p$ it is repeated until $x \not\equiv 0 \pmod{p}$. We will sometimes use the notation for proofs of knowledge introduced by Camenisch and Stadler [16]. For example,

$$ZKPK\{ (a, b, c) : A = g^a \land B = g^a \cdot h^b \land C = g^{a+b} \cdot h^c \}$$

denotes a zero-knowledge proof of knowledge of integers $a$, $b$ and $c$ such that $A = g^a$, $B = g^a \cdot h^b$ and $C = g^{a+b} \cdot h^c$ holds. Where $g, h$ are generators of some
group $G$ and $g', h'$ are generators of some group $G'$.

### 2.1.1 Bilinear Groups

Our signature schemes and anonymous credential system use bilinear groups. Therefore, we use a variant of the notation introduced in [9] by Boneh, Lynn and Shacham.

- $G_1$ and $G_2$ are two (multiplicative) cyclic groups of prime order $p$
- Generator of $G_1$ is $g_1$ ($G_1 = \langle g_1 \rangle$) and of $G_2$ is $g_2$ ($G_2 = \langle g_2 \rangle$)
- $\psi$ is a computable isomorphism from $G_2$ to $G_1$, with $\psi(g_2) = g_1$
- $e$ is a computable map with $e: G_1 \times G_2 \to G_T$, such that
  - (Bilinear) For all $g_1 \in G_1$, $g_2 \in G_2$, for all $a, b \in \mathbb{Z}$, $e(g_1^a, g_2^b) = e(g_1, g_2)^{ab}$
  - (Non-degenerate) There exists $g_1 \in G_1$, $g_2 \in G_2$ such that $e(g_1, g_2) \neq 1_{G_T}$, where $1_{G_T}$ is the identity of $G_T$

**Definition 2.1** (Bilinear group pair). We call $(G_1, G_2)$ a bilinear group pair if there exists a group $G_T$ and a non-degenerate bilinear map $e: G_1 \times G_2 \to G_T$, such that the group order $p = |G_1| = |G_2| = |G_T|$ is prime, a computable isomorphism $\psi$ from $G_2$ to $G_1$, and the pairing $e$ and the group operations in $G_1$, $G_2$ and $G_T$ are all efficiently computable.

For the setup of bilinear group pairs we use bilinear group generators that are defined in the following.

**Definition 2.2** (Bilinear group generator [7]). A bilinear group generator $G$ is a probabilistic polynomial-time (ppt) algorithm that, on input $1^n$, outputs prime $p$, the description of groups $G_1$, $G_2$ and $G_T$ of prime order $p$. Further it outputs the description of an efficiently computable isomorphism from $G_2$ to $G_1$ and a bilinear map $e: G_1 \times G_2 \to G_T$, such that $(G_1, G_2)$ form a bilinear group pair.

Notice, following Boneh, Boyen and Shacham [8] we allow that $G_1 \neq G_2$.

### 2.2 Complexity Assumptions

The following q-Strong Diffie-Hellmann Assumption was introduced by Boneh and Boyen in [6]. In the same paper they show how to construct a signature scheme whose security is based on the introduced assumption. We will use the assumption to prove our signature schemes secure and therefore to design an anonymous credential system.
2.2 Complexity Assumptions

2.2.1 Strong Diffie-Hellman Assumption

A variant of the following asymptotic definition of the q-Strong Diffie-Hellmann
Assumption was originally presented by Boneh and Boyen in [7].

**Definition 2.3** (q-Strong Diffie-Hellman Assumption - q-SDH [6, 7]). Let \( G \) be a bilinear group generator and \((G_1, G_2, G_T, p, \psi, e) \leftarrow G(1^\eta)\). Let \( g_1 \) be a generator of \( G_1 \) and \( g_2 \) a generator of \( G_2 \) such that \( g_1 = \psi(g_2) \). The q-SDH problem in the bilinear group pair \((G_1, G_2)\) is stated as follows.

Given a \((q + 2)\)-tuple of elements \((g_1, g_2, g_2^{-2}, g_2^{-2^2}, \ldots, g_2^{-2^q}) \in G_1 \times G_2^{q+1}\) as input, output a pair \((g_1^{\frac{1}{g_2}}, x) \in G_1 \times \mathbb{Z}_p\). The q-SDH Assumption holds for \( G \) if, for every probabilistic polynomial-time (ppt) adversary \( A \) and for every polynomial bounded function \( q : \mathbb{Z} \to \mathbb{Z} \) the probability,

\[
\Pr \left[ A(g_1, g_2, g_2^{-2}, g_2^{-2^2}, \ldots, g_2^{-2^q}) = \left( g_1^{\frac{1}{g_2}}, x \right) : g_2 \leftarrow G_2, g_1 = \psi(g_2), \gamma \leftarrow \mathbb{Z}_p \right] = \nu(\eta)
\]

is a negligible function in \( \eta \). Where the probability is over the random uniform choices of the parameters \( g_2, \gamma \) and over the random bits used by \( A \).

2.2.2 Linear Diffie-Hellman Assumption

The following definition was presented in [8]. We will use it for the design of a protocol to prove the knowledge of a signature in Section 5.2.

**Definition 2.4** (Decision Linear Problem in \( G_1 \) - DLP). Let \( G_1 \) be a cyclic group of prime order \( p \), with \( G_1 = \langle g_1 \rangle \). Given arbitrary generators \( u, v, h, u^a, v^b, h^c \in G_1 \), where \( a, b, c \leftarrow \mathbb{Z}_p \), output 1 if \( c = a + b \) and 0 otherwise. The Decision Linear Problem (DLP) holds in \( G_1 \) if for every probabilistic polynomial-time (ppt) adversary \( A \),

\[
\left| \Pr \left[ A(u, v, h, u^a, v^b, h^{a+b}) = 1 : u, v, h \leftarrow G_1, a, b \leftarrow \mathbb{Z}_p \right] \right| - \Pr \left[ A(u, v, h, u^a, v^b, h^c) = 1 : u, v, h \leftarrow G_1, a, b, c \leftarrow \mathbb{Z}_p \right] \right| = \nu(\eta)
\]

is a negligible function in \( \eta \). Where the probability is over the random choices of \( A \) and over the values \( u, v, h, a, b, c \) given to \( A \).

The following definition of Linear Encryption is presented in [8]. We use Linear Encryption as a part of our Protocol 5.9 for proving knowledge of a signature on a committed value.

**Definition 2.5** (Linear Encryption - LE). The public key is a triple of generators \( u, v, h \in G_1 \). The secret key is pair of values \( \xi_1, \xi_2 \in \mathbb{Z}_p \) such that \( h^{\frac{1}{\xi_1}} = u \) and
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$h^{\frac{b}{k}} = v$. An encryption of a message $M \in G_1$ is formed as, choose random values $a, b \in \mathbb{Z}_p$ and output $(u^a, v^b, M \cdot h^{a+b})$. To decrypt a ciphertext $(T_1, T_2, T_3)$, compute $M := T_3/(T_1^{v^a} \cdot T_2^{v^b})$.

2.3 Digital Signature Schemes

A secure digital signature scheme is an essential part of the anonymous credential system that we will design. In such a system a credential corresponds to a signature. We will grant credentials by signing a committed value. Will describe the combination of signature schemes and credentials in the following chapters. First let us define digital signature schemes. The following definition of digital signature schemes is due to Goldwasser, Micali and Rivest [32].

Definition 2.6 (Signature Scheme). A (digital) signature scheme $\Pi$ is a triple of probabilistic polynomial-time (ppt) algorithms $\text{Gen}$, $\text{Sign}$ and $\text{Verify}$ where

1. $\text{Gen}(1^n)$ outputs a key pair $(pk, sk)$

2. $\text{Sign}(pk, sk, m)$ on input the secret key $sk$ and a message $m \in \{0, 1\}^*$ outputs a signature $\sigma \leftarrow \text{Sign}(pk, sk, m)$.

3. $\text{Verify}(pk, m, \sigma)$ where $pk$ is the public key, $m \in \{0, 1\}^*$ is a message and $\sigma$ is a signature. Verify is deterministic and it outputs $b \in \{0, 1\}$. Where $b = 1$ means valid and $b = 0$ means invalid.

Correctness: For every key pair $(pk, sk)$ and message $m \in \{0, 1\}^*$ it holds that

$$\text{Verify}(pk, m, \text{Sign}(pk, sk, m)) = 1$$

Definition 2.7 (Signature Forging Game $\text{Sig-forging}_{A,\Pi}(\eta)$). Let $A$ be an adversary and $\Pi = (\text{Gen}, \text{Sign}, \text{Verify})$ a signature scheme. The game is defined as follows:

1. $(pk, sk) \leftarrow \text{Gen}(1^n)$

2. $A$ is given $1^n$, $pk$ and oracle access to $\text{Sign}(pk, sk, \cdot)$. Let $Q$ be the set of tuples containing the queries made by $A$ to $\text{Sign}(pk, sk, \cdot)$ and the corresponding answers of the signature oracle. Eventually $A$ outputs a pair $(m, \sigma)$.

3. The output is 1, iff

   a) $\text{Verify}(pk, m, \sigma) = 1$,

   b) $(m, \sigma) \notin Q$.

Next, we define the security of a signature scheme using the game above. A signature scheme that satisfies the following definition is said to be secure against adaptive chosen-message attacks.
Definition 2.8 (Secure Signature Scheme). Signature scheme $\Pi$ is called existentially unforgeable under an adaptive chosen-message attack, or secure, if for every ppt adversary $A$ there is a negligible function $\nu: \mathbb{N} \rightarrow \mathbb{R}^+$ such that

$$\Pr[\text{Sig-forg}_{A,\Pi}(\eta) = 1] \leq \nu(\eta)$$

2.4 Commitment Schemes

In an anonymous credential system we want to grant credentials (respectively signatures) on pseudonyms of users without telling the signer the real identities of the users. Therefore, we will only sign commitments. Where a user forms a pseudonym by using a provided commitment scheme. Let us first introduce an informal definition of a commitment scheme. Later we will formally define commitment schemes and its security.

There are various forms of commitment schemes. Its core always consists of a so called two-party protocol among a Committer and a Receiver. The protocol processes in two phases. The first phase is called Commit phase. The role of the Committer is to commit himself to a value during this phase. The output of this phase is a commitment. The second phase is called the Reveal phase. In this phase the committed value has to be revealed by the Committer towards the Receiver. The phase ends with the Receiver checking the validity of the commitment.

Loosely speaking, a commitment scheme is called secure if the following two properties hold. First, the Receiver learns nothing about the committed value. This property is called hiding. Second it has to hold that the committed value can not be exchanged by any (malicious) party after the Commit phase. This property is called binding. In the following we concentrate on non-interactive commitment schemes. The following definition is originally presented in [34] Section 2.3.

A non-interactive commitment scheme $C = (Gen_C, Commit)$ consists of a setup algorithm $Gen_C$ and a polynomial-time computable function $Commit$ for the Commit phase. $Gen_C$ on input the security parameter $1^n$ outputs the commitment public key $pk$. The public key also determines the message space $M_{pk}$. Commit on input the public key $pk$, a message $x \in M_{pk}$, and a random string $r$ of $\eta$-bits outputs the commitment $C$. The two-party protocol starts with the Commit phase. The Committer picks a random $r$ and computes the commitment to the value $x$ as $C := Commit(pk, x, r)$. The Commit phase ends after the Committer has send $C$ to the Receiver. In the Reveal phase the Receiver has to verify the commitment. Therefore, the values $x$ and $r$ are revealed by the Committer and the Receiver checks if $C = Commit(pk, x, r)$ holds. Let us now give a formal definition of non-interactive commitment schemes.

Definition 2.9 ((non-interactive) Commitment Scheme). $C = (Gen_C, Commit)$ is a non-interactive public-key commitment scheme if the key generation algorithm $Gen_C$ runs in probabilistic polynomial-time and Commit is a polynomial-time
computable function that takes as input a public key, value \( x \) and random string \( r \) and outputs a commitment \( C \) such that the following two properties hold.

**Perfect Hiding** For every probabilistic polynomial-time adversary \( A \) that chooses two values \( x_0, x_1 \in M_{pk} \) and receives a commitment to a uniformly at random chosen one of them the following holds

\[
Pr \left[ pk \leftarrow \text{Gen}_C(1^n), \ (x_0, x_1) \leftarrow A(1^n, pk), \ b \leftarrow \{0, 1\}, \ r \leftarrow \{0, 1\}^n, \ C = \text{Commit}(pk, x_b, r), \ b' \leftarrow A(C): b' = b \right] \leq \frac{1}{2}
\]

**Computational Binding** No probabilistic polynomial-time adversary \( A \) can open one commitment in two different ways. For all ppt algorithms \( A \), there exists an negligible function \( \varepsilon \) such that

\[
Pr \left[ pk \leftarrow \text{Gen}_C(1^n), \ (x_1, r_1, x_2, r_2) \leftarrow A(1^n, pk): x_1, x_2 \in M_{pk} \land x_1 \neq x_2 \land \text{Commit}(pk, x_1, r_1) = \text{Commit}(pk, x_2, r_2) \right] = \varepsilon(\eta)
\]

Notice that there are other definitions for hiding and binding. But in this thesis we only use perfect hiding and computational binding.

Next, we introduce the so called Pedersen Commitment [38]. After that we will extend it to support commitments to blocks of values. We will combine it with a signature scheme for blocks of messages to sign committed values. In terms of an anonymous credential system this corresponds to granting a credential to a pseudonym.

### 2.4.1 Pedersen Commitment

A standard commitment scheme is the so called Pedersen Commitment presented in [38]. Original the commitment scheme is defined as \( C_{\text{Ped}} = (\text{Gen}_C, \text{Commit}) \). Here \( \text{Gen}_C \) on input \( 1^n \) outputs two generators \( g, h \) of \( G_1 \) such that \( \log_g(h) \) is not known. The Committer commits himself to a value \( x \in \mathbb{Z}_p \) in the \textit{Commit} phase by choosing \( s \in \mathbb{Z}_p \) uniformly at random and computes \( C := g^x h^s = \text{Commit}(x, s) \). In the \textit{Reveal} phase the committer reveals \( x \) and \( s \). The Receiver can now check if \( C = g^x h^s \) holds. This commitment scheme is known to be perfectly hiding and computational binding under the assumption that the discrete logarithm problem is hard in \( G_1 \).

Next, we will present and prove the security of a natural extension of the Pedersen Commitment to blocks of values (messages).
2.4 Commitment Schemes

2.4.2 Commitment Scheme for blocks

The following commitment scheme supports commitments to blocks of values. It is used in our protocol for obtaining a signature on a committed value where the signature should be created on a block of messages, see Protocol 5.1. Further, it is used in the protocol for proving knowledge of a signature on a committed value, see Protocol 5.9.

**Definition 2.10.** Let \( G \) be a bilinear group generator. The commitment scheme \( C^L = (\text{Gen}_C, \text{Commit}) \) is defined as follows:

\[
\text{Gen}_C(1^n):
\begin{align*}
1. \text{ Get } (G_1, G_2, G_T, p, \psi, e) & \leftarrow G(1^n). \\
2. \text{ Choose } u_0, \ldots, u_L & \leftarrow G_2 \\
3. \text{ Set public key } pk := (u_0, \ldots, u_L)
\end{align*}
\]

**Commit phase:**

1. To form a commitment to a block of values \( M = (m_1, \ldots, m_L) \in \mathbb{Z}_p^L \), choose \( s \leftarrow \mathbb{Z}_p \) and run Commit\((pk, M, s)\) defined as:

   a) Output commitment \( C := h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L} \) where \( h_i := \psi(u_i) \) for \( i = 0, \ldots, L \)

**Reveal phase:**

1. The values \( s, m_1, \ldots, m_L \) are revealed by the Committer to the Receiver.

2. The Receiver checks that \( C = h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L} \) holds.

**Theorem 2.11.** The commitment scheme of Definition 2.10 is a non-interactive commitment scheme that is computationally binding under the assumption that the discrete logarithm problem is hard in \( G_1 \) and perfectly hiding.

**Proof.** The theorem follows from the following Lemma 2.12 and Lemma 2.13. \(\square\)

**Lemma 2.12.** The commitment scheme \( C^L = (\text{Gen}_C, \text{Commit}) \) of Definition 2.10 is perfectly hiding.

**Proof.** Let \( C = h_0^s \cdot h_1^{m_1} \cdot h_2^{m_2} \cdot \ldots \cdot h_L^{m_L} \) be fixed. Then for every \( M' = (m'_1, \ldots, m'_L) \) there is a \( s' \in \mathbb{Z}_p \) such that \( h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L} = C = h_0^{s'} \cdot h_1^{m'_1} \cdot \ldots \cdot h_L^{m'_L} \) holds. The value \( s' \) can be computed as follows.

\[
\begin{align*}
&h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L} = h_0^{s'} \cdot h_1^{m'_1} \cdot \ldots \cdot h_L^{m'_L} \iff \\
&h_0^s \cdot h_1^{m_1-m'_1} \cdot \ldots \cdot h_L^{m_L-m'_L} = h_0^{s'} \iff \\
&s + \alpha_1 (m_1 - m'_1) + \ldots + \alpha_L (m_L - m'_L) \mod p = s'
\end{align*}
\]
Where \( \alpha_i \in \mathbb{Z}_p \) such that \( h_0^{\alpha_i} = h_i \) for \( i = 1, \ldots, L \). Since, there is such a value \( s' \) for every block of messages \( M' \) the following holds. For fixed but arbitrary \( m = (m_1, \ldots, m_L) \in \mathbb{Z}_p^L \) and \( C \in G_1 \) it holds that,

\[
\Pr[C = \text{Commit}(pk, s, M)|M = m] = \Pr[C = h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L}|M = m] = \Pr_{s \leftarrow \mathbb{Z}_p}[C = h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L}] = \frac{1}{p} \quad (2.1)
\]

We will now analyze the advantage of an adversary to distinguish two commitments. Let us look at the following game. For every probabilistic polynomial-time adversary \( A \),

1. The challenger chooses \( pk \leftarrow \text{Gen}_C(1^n) \)
2. \((M_0, M_1) \leftarrow A(1^n, pk)\), where \( M_0, M_1 \in \mathbb{Z}_p^L \)
3. The challenger chooses \( b \leftarrow \{0, 1\} \), \( s \leftarrow \mathbb{Z}_p \) and computes
   \( C = \text{Commit}(pk, M_b, s) \)
4. Adversary \( A \) on input \( C \) eventually outputs \( b' \)

We say that \( A \) wins the above game iff \( b = b' \). Since Eq. (2.1) holds for all \( m \), we have that for every probability distribution over \( \mathbb{Z}_p \), every \( M_0, M_1 \in \mathbb{Z}_p^L \) and every \( C \in G_1 \).

\[
\Pr[C = \text{Commit}(pk, M, s)|M = M_0] = \frac{1}{p} = \Pr[C = \text{Commit}(pk, M, s)|M = M_1]
\]

Therefore the best that an arbitrary adversary \( A \) on input \( C \) can do is to guess with a (fair) coin.

\[
\Pr[\text{A wins}] = \Pr[b' \leftarrow A(C) \land b = b'|b = 0] \cdot \Pr[b = 0] + \\
\Pr[b' \leftarrow A(C) \land b = b'|b = 1] \cdot \Pr[b = 1] \\
= \frac{1}{2} \cdot \left( \Pr[b' \leftarrow A(C) \land b = b'|b = 0] + \\
\Pr[b' \leftarrow A(C) \land b = b'|b = 1] \right) \\
\leq \frac{1}{2}
\]

Which implies that the commitment scheme is perfectly hiding. \( \square \)

**Lemma 2.13.** The commitment scheme \( C^L = (\text{Gen}_C, \text{Commit}) \) of Definition 2.10 is computationally binding under the assumption that the discrete logarithm problem is hard in \( G_1 \).
An important part of an credential system is to be able to convince an organization that a user has a credential. At the same time we require that the organization does not learn the credential itself. Therefore we use zero-knowledge proofs of knowledge protocols. Let us first introduce the notion of zero-knowledge proofs.

2.5 Zero-Knowledge Proofs

Next we introduce zero-knowledge interactive proof systems. Informally, an interactive proof system is a communication between a prover $P$ and a verifier $V$ with a common input. The prover wants to convince the verifier that he has some kind of knowledge not available to the verifier. The zero-knowledge property captures that what we can efficiently compute after the interaction with prover $P$ on common input $x$ is the same as we were able to compute from $x$ without the interaction. This is a property of the prover $P$. It captures $P$’s robustness against attempts to gain knowledge by interacting with it [30, p. 200].

**Definition 2.14** (Interactive Machine [30, p. 191]).

- An interactive Turing machine (ITM) is a (deterministic) multi-tape Turing machine. There are seven tapes. The tapes are a read-only input tape, a read-only random tape, a read-and-write work tape, a write-only output tape, a pair of communication tapes, and a read-and-write switch tape consisting of a single cell. One of the communication tapes is read-only and the other one is write-only.

- A single bit is associated to each ITM, called its identity. An ITM is said to be active, in a configuration, if the content of its switch tape is equal to the machine’s identity. Otherwise the machine is said to be idle. In the idle state, the state of the machine including the locations of its heads and the contents of the writable tapes are preserved.

- The content of the input tape is called input. The content of the random tape is called random input and the content of the output tape at termination of the machine is called output. The content written on the write-only communication tape during a (time)-period in which the machine is active is called the message sent at that period. The content read from the read-only communication tape during an active period is called the message received at that period.

We will only look at a pair of machines combined together such that some of their tapes are shared. Two machines $A$ and $B$ can be combined in such a way that the read-only communication tape of $B$ is the write-only communication tape of $A$ or vice versa. Following [30, p. 191] the computation of such a pair of machines consists of the machines messages, based on their initial (common) input, their
(distinct) random inputs and the messages each machine has received up to the current period.

**Definition 2.15** (Interactive Proof Systems [30, p. 199]).

- We denote by \((A(x, y) \leftrightarrow B(x, z)) \rightarrow b\) the random variable representing the output of \(B\) when interacting with machine \(A\) on common input \(x\), when the random input to each machine is uniformly and independently chosen. Where \(A\) (resp. \(B\)) has auxiliary input \(y\) (resp. \(z\)).

- A pair of interactive machines \((P, V)\) is called an interactive proof system or interactive protocol for language \(L\) if \(V\) is polynomial-time and the following two conditions holds:
  
  - For every \(x \in L\), there exists a string \(y\) such that for every \(z \in \{0, 1\}^\ast\),
    
    \[
    \Pr[P(x, y) \leftrightarrow V(x, z) \rightarrow b: b=1] \geq \frac{2}{3}
    \]

  - For every \(x \notin L\), every interactive machine \(P^*\) and every \(y, z \in \{0, 1\}^\ast\),
    
    \[
    \Pr[P^*(x, y) \leftrightarrow V(x, z) \rightarrow b: b=1] \leq \frac{1}{3}
    \]

- Let \(P_L(x)\) be the set of strings \(y\) satisfying the first property with respect to \(x \in L\).

Such auxiliary inputs are for example used when the interactive proof system is a sub-protocol of another larger protocol. In the following we will refer to \(P\) as the prover and to \(V\) as the verifier. If a protocol is designed to be used in practice then interactive arguments are considered where the prover \(P\) is also limited to probabilistic polynomial-time. In this case the prover’s capability comes from his auxiliary input.

Let us now define transcripts. Loosely speaking, they capture the input and corresponding output of an interactive proof system (protocol). After that we will define zero-knowledge protocols using transcripts.

**Definition 2.16** (Transcripts [30]). Let \((P, V)\) be an interactive proof system for some language \(L\) and \(x \in L\). A transcript \(\tau \in \{0, 1\}^\ast\) of \((P, V)\) on (common) input \(x\), auxiliary input \(y \in P_L(x), z \in \{0, 1\}^\ast\), the output of \((P, V)\) and all messages exchanged between \(V\) and \(P\). We denote by \(T(P(x, w) \leftrightarrow V(x, z))\) a random variable describing the transcript of the protocol executed by \(P\) and \(V\). By \(\Pr[T(P(x, w) \leftrightarrow V(x, z)) = \tau]\) we denote the probability that the transcript of \((P, V)\) on (common) input \(x\) is equal to \(\tau\).

Similarly we denote by \(S(v)\) for a probabilistic polynomial-time algorithm \(S\) the random variable corresponding to the output of \(S\) on input \(v\). Further, by \(\Pr[S(v) = \tau]\) we denote the probability that \(S\) on input \(v\) outputs \(\tau\).
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**Definition 2.17** (Zero-Knowledge (ZK) [30]). Let \((P, V)\) be an interactive proof system for some language \(L\). \((P, V)\) is called zero-knowledge if for every probabilistic polynomial-time interactive machine (verifier) \(V^*\) there exists a probabilistic polynomial-time algorithm (simulator) \(S\) such that for all \(x \in L\), all \(w \in P_L(x)\), \(z \in \{0,1\}^*\) and \(\tau \in \{0,1\}^*\),

1. with probability \(\leq \frac{1}{2}\), \(S\) outputs a special symbol \(\bot\).
2. \(\Pr[T(P(x, w) \leftrightarrow V^*(x, z)) = \tau] = \Pr[S(x, z) = \tau | S(x, z) \neq \bot]\)

Notice that \(V^*\) may behave differently from \(V\) in the protocol \(P(x, w) \leftrightarrow V^*(x, z)\), but \(P\) behaves as in \(P(x, w) \leftrightarrow V(x, z)\).

**Definition 2.18** (Honest-Verifier Zero-Knowledge (HVZK)). Let \((P, V)\) be an interactive proof system for some language \(L\). \((P, V)\) is called honest-verifier zero-knowledge if there exists a probabilistic polynomial-time algorithm \(S\) (simulator) such that for all \(x \in L\), all \(w \in P_L(x)\), \(z \in \{0,1\}^*\) and \(\tau \in \{0,1\}^*\) the following holds,

\[\Pr[T(P(x, w) \leftrightarrow V(x, z)) = \tau] = \Pr[S(x, z) = \tau]\]

This is also called perfect honest-verifier zero-knowledge. To formulate computational honest-verifier zero-knowledge we require that the probability distributions on the transcripts of the real protocol \((P(\cdot, \cdot) \leftrightarrow V(\cdot, \cdot))\) and the simulation are only computationally indistinguishable.

**2.6 Proofs of Knowledge**

In general we want that a user is able to convince another party of the fact that he knows a secret. In an anonymous credential system we will use for this purpose zero-knowledge proofs of knowledge. For example we want to convince an organization that a user knows the opening of a commitment. More formally, if a prover has some kind of knowledge this knowledge has to be extractable in some way. The notion of knowledge extraction is captured by the so called extractor algorithm. We use a variant of the definitions presented by Lysyanskaya [34]. Let us first define computable binary relations. They are later used to define proofs of knowledge and \(\Sigma\)-protocols.

**Definition 2.19** (Relation [30, p. 240, 254]). \(R\) is a polynomial-time computable binary relation if the following holds:

- There exists a polynomial \(q(\cdot)\) such that for every \((x, w) \in R\), it holds that \(|w| \leq q(|x|)\).
- There exists a polynomial-time algorithm for deciding membership in \(R\).
A proof of knowledge can also be interpreted as a protocol whereby a prover convinces a verifier that he knows a quantity \( w \) that satisfies some relation \( R \). For example, \( w \) (witness) can be a satisfying assignment to a boolean formula \( \phi \) \( (R(\phi, w) = \phi(w)) \). In the following the witness will only be known to the prover. Notice that we denote by \( (P(x, w) \leftrightarrow V(x)) \rightarrow b \) the random variable representing the output of \( V \) when interacting with \( P \) on common input \( x \) and auxiliary input \( w \) to \( P \).

**Definition 2.20** (Proof of Knowledge [34]). Let \( R(\cdot, \cdot) \) be a polynomial-time computable relation. Let \( u(x) \) be such that \( |w| \leq u(x) \) for all \( w \) such that \( R(x, w) \) holds, and assume that some such \( u(x) = \text{poly}(|x|) \) is efficiently computable. A verifier \( V \) is a knowledge verifier with respect to \( R \) if:

**Non-triviality** There exists a prover \( P \) such that for all \( x, w \), if \( R(x, w) = 1 \), then
\[
\Pr[(P(x, w) \leftrightarrow V(x)) \rightarrow b: b = 1] = 1
\]

**Extraction with knowledge error \( 2^{-u(x)} \)** There exists an extractor algorithm \( E \) and a constant \( c \) such that for all \( x \), for all adversaries \( A \), if
\[
p(x) = \Pr[(A \leftrightarrow V(x)) \rightarrow b: b = 1] > 2^{-u(x)}
\]
then, on input \( x \) and with (rewindable black-box) access to the prover, \( E \) computes a value \( w \) such that \( R(x, w) \) holds, within an expected number of steps bounded by \( \frac{(|x|+u(x))^c}{p(x)2^{-u(x)}} \).

\( V \) is a verifier with respect to language \( L \) if \( V \) is a verifier with respect to the relation \( R(x, w) \). Where \( R(x, w) = 1 \) if and only if \( w \) is a witness to the statement \( x \in L \). Relation \( R \) is then also called witness relation.

**Definition 2.21** (Witness Relation). Let \( R_L \) be a polynomial-time computable binary relation. \( R_L \) is called a witness relation for language \( L \) if it holds that \( L = \{ x: \exists w \text{ s.t. } (x, w) \in R_L \} \).

A value \( w \) is called witness for \( x \in L \), if \( (x, w) \in R_L \) holds.

One of the building blocks of our anonymous credential system are efficient protocols. We will only define so called \( \Sigma \)-protocols in this thesis. Further, we will use a standard technique by Damgård [24] to convert \( \Sigma \)-protocols to zero-knowledge proofs of knowledge. First let us start with the definition of \( \Sigma \)-protocols.

**Definition 2.22** (\( \Sigma \)-protocol [25]). Let \( (P, V) \) be an interactive proof system. \( (P, V) \) is said to be a \( \Sigma \)-protocol for witness relation \( R_L \) if:

- \( (P, V) \) is a three-round (interactive) proof system for language \( L \), where \( V \) is a verifier with respect to \( L \). \((P, V) \) starts with a message \( y \) from \( P \) to \( V \). Next \( V \)'s only message to \( P \) (the challenge \( c \)) consists of its random coins and the last message \( r \) is from \( P \) to \( V \).
• Completeness: If $P$ and $V$ follow the protocol on (common) input $x$ and $P$’s private input $w$, where $(x, w) \in R$, the verifier always accepts.

• From any $x$ and any pair of accepting transcripts $(y, c, r), (y', c', r')$ on input $x$, where $c \neq c'$, one can efficiently compute $w$ such that $(x, w) \in R$. This is also called the special soundness property.

• There exists a polynomial-time simulator $S$, which on input $x \in L$ and a random $c_0$ outputs an accepting transcript of the form $(y_0, c_0, r_0)$ with the same probability distribution as transcripts of the protocol between honest $P, V$ on input $x$. This is also called special honest-verifier zero-knowledge (SHVZK).

**Theorem 2.23 ([25]).** Let $(P, V)$ be a $\Sigma$-protocol for witness relation $R_L$ with challenge length $t$. Then $(P, V)$ is a proof of knowledge with knowledge error $2^{-t}$.

**Proof.** The proof is presented in full detail in [25] and left out here. \qed

The following theorem is due to Damgård [24]. We will refer to it in our protocols as a standard technique to transform $\Sigma$-protocols to general zero-knowledge proofs of knowledge.

**Theorem 2.24.** Given any witness relation $R_L$ and a $\Sigma$-protocol for $R_L$. If one-way functions exists, then there are zero-knowledge three-round proofs of knowledge for $R_L$.

### 2.7 Protocols

The following protocols are designed to yield efficient protocols for our signature schemes presented in Chapter 4. In fact what we will show here are protocols that we will use as parts of other protocols in Chapter 5. Besides that they are of interest on their own. For example for our commitment scheme and other applications. We will first present a protocol for proving knowledge of a committed value. Second, we will present a protocol for proving the equality of committed values. The second protocol is based on the first one. The involved commitments are of the commitment scheme $C^L = (Gen_C, Commit)$ from Definition 2.10. In the following we will rely on $\Sigma$-protocols for the construction of our protocols. As mentioned before, with a standard technique by Damgård [24] we can transform our $\Sigma$-protocols to general zero-knowledge proofs of knowledge. We assume that the groups are set up by some party, that is not necessarily involved in one of the protocols.
2.7.1 Protocol for Proving Knowledge of a Committed Value

The following protocol is a variant of the Schnorr Protocol [42] and Okamoto Protocol [37]. Brands [11] shows how to do rapid demonstrations based on a similar protocol. The following protocol is a (P, V) interactive proof system for relation $R_L$. The relation $R_L$ consists of tuples $(H, (m_0, \ldots, m_L)) \in G_1 \times \mathbb{Z}_p^{L+1}$, such that $H = h_{m_0}^{m_0} \cdot h_{m_1}^{m_1} \cdot \ldots \cdot h_{m_L}^{m_L}$.

**Protocol 2.25.** Let the public parameters be $G_1$ a cyclic group with prime order $p$, $h_i \in G_1$, $h_i$ generator for $i = 0, \ldots, L$, value $L$ and $H = h_{m_0}^{m_0} \cdot h_{m_1}^{m_1} \cdot \ldots \cdot h_{m_L}^{m_L}$. Let $m_0, \ldots, m_L \in \mathbb{Z}_p$ be the witness. The protocol steps are defined as follows.

1. $P$ chooses $k_0, \ldots, k_L \leftarrow \mathbb{Z}_p$.
2. $P$ computes $Y = \prod_{i=0}^{L} h_i^{k_i}$ and sends $Y$ to $V$.
3. $V$ chooses a challenge $c \leftarrow \mathbb{Z}_p$ and sends it to $P$.
4. $P$ sets $r_i = k_i + c \cdot m_i$ for all $i = 0, \ldots, L$ and sends $r_0, \ldots, r_L$ to $V$.
5. $V$ accepts iff $Y = H^{-c} \prod_{i=0}^{L} h_i^{r_i}$ holds.

Next we will prove that the protocol is complete. After that we will show in two lemmata that it is a $\Sigma$-protocol.

**Lemma 2.26.** Protocol 2.25 is complete (i.e. an interaction with an honest prover is always accepted by the verifier).

**Proof.** If prover $P$ and verifier $V$ follow the protocol as defined, we get for $i = 0, \ldots, L$, $r_i = k_i + c \cdot m_i$ and $Y = \prod_{i=0}^{L} h_i^{k_i}$ the following,

$$H^{-c} \prod_{i=0}^{L} h_i^{r_i} = h_0^{-cm_0} \cdot \ldots \cdot h_L^{-cm_L} \cdot h_0^{k_0} \cdot \ldots \cdot h_L^{k_L} = Y$$

The check holds. Therefore, verifier $V$ will always accept if prover $P$ is honest. \hfill $\Box$

**Lemma 2.27.** Protocol 2.25 is a honest-verifier zero-knowledge (HVZK) protocol under the assumption that the discrete logarithm problem is hard in $G_1$.

**Proof.** Simulator $S$ on input public parameters $G_1$ a cyclic group with prime order $p$, $h_i \in G_1$, $h_i$ generator for $i = 0, \ldots, L$, value $L$ and $H' = h_{m_0}^{m_0} \cdot \ldots \cdot h_{m_L}^{m_L}$ proceeds as follows:

1. $c' \leftarrow \mathbb{Z}_p$
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2. \( r'_i \leftarrow \mathbb{Z}_p \) for \( i = 0, \ldots, L \)

3. \( Y' = H^{r' - c'} \cdot \prod_{i=0}^{L} h_i^{r'_i} \)

Observe, that the verification check directly holds. Let the produced transcript of \( S \) be \((c', r'_i, Y')\) for \( i = 0, \ldots, L \). The probability of the transcript is \( \frac{1}{p} \cdot \frac{1}{p^{L+1}} \). This holds since \( c' \) and \( r'_0, \ldots, r'_L \) is chosen uniformly at random from \( \mathbb{Z}_p \). The same probability holds for the transcripts in the real protocol. There we have that \( r_0, \ldots, r_L \) is fixed after \( k_0, \ldots, k_L \) and \( c \) were chosen uniformly at random from \( \mathbb{Z}_p \).

It follows that the probability distribution of the transcripts of the real protocol and \( S \) are equal.

Protocol 2.25 is also special honest-verifier zero-knowledge (SHVZK). We give the simulator \( S \) as an additional input \( c' \leftarrow \mathbb{Z}_p \). Therefore, the fist step of \( S \) is omitted. The resulting probability distribution of the transcripts conditioned on \( c \) in the simulation and in the real protocol is the same. Hence, Protocol 2.25 is a SHVZK protocol.

Lemma 2.28. Protocol 2.25 satisfies the special soundness property.

Proof. Suppose an algorithm \( E \) that is given two accepting transcripts of Protocol 2.25. Let \( H = h_{m_0} \cdot h_{m_1} \cdot h_{m_2} \cdot \ldots \cdot h_{m_L}, H \in G_1 \) and let \((c, r_0, \ldots, r_L, Y)\) and \((c', r'_0, \ldots, r'_L, Y)\) be two accepting transcripts, where \( c - c' \not\equiv 0 \mod p \). \( B \) uses \( H^{-c} \cdot \prod_{i=0}^{L} h_i^{r_i} = Y = H^{-c'} \cdot \prod_{i=0}^{L} h_i^{r'_i} \) to compute a witness as follows:

\[
H^{c-c'} = \prod_{i=0}^{L} h_i^{r'_i} \cdot \prod_{i=0}^{L} h_i^{-r'_i} \quad \Leftrightarrow \\
H^{c-c'} = \prod_{i=0}^{L} h_i^{r_i-r'_i} \quad \Leftrightarrow \\
H = \prod_{i=0}^{L} h_i^{r_i-c-c'}
\]

Hence \( E \) is able to extract (respectively compute) a witness \( \left( \frac{r_i-r'_i}{c-c'} \right) \) for \( i = 0, \ldots, L \).

Notice that \( B \) runs in polynomial-time, since there it only divides two instances of the verification equation. Notice that the witness is perforce the same as in the protocol, since \( \frac{r_i-r'_i}{c-c'} = k_i + cm_i - k_i + cm_i = \frac{m_i(c-c')}{c-c'} = m_i \mod p \) for \( i = 0, \ldots, L \). \( \square \)

Theorem 2.29. Protocol 2.25 is a \( \Sigma \)-protocol for proving the knowledge of the values \( m_0, \ldots, m_L \in \mathbb{Z}_p \) such that \( H = h_{m_0} \cdot \ldots \cdot h_{m_L} \).

Proof. The theorem follows from the completeness (Lemma 2.26), (S)HVZK property (Lemma 2.27), special soundness property (Lemma 2.28) and the three-round form of the protocol.
2 Preliminaries

As mentioned before the next protocol is based on the last one and is used to prove the equality of committed values regarding two different commitments that are formed using different bases.

2.7.2 Protocol for Proving the Equality of Committed Values

The next protocol is a $\Sigma$-protocol for proving knowledge of the values $s_1, s_2, m_1, \ldots, m_L \in \mathbb{Z}_p$ such that $C_1 = h_0^{s_1} \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L}$ and $C_2 = d_0^{s_2} \cdot d_1^{m_1} \cdot \ldots \cdot d_L^{m_L}$. Where $C_1$ and $C_2$ are commitments that the commitment scheme of Definition 2.10 produces. Therefore, the commitments are computational binding under the assumption that the discrete logarithm problem is hard in $\mathbb{G}_1$ and perfectly hiding. Let us first define the protocol and then show that it is a $\Sigma$-protocol.

**Protocol 2.30** (Protocol for proving the equality of committed values). Let the public parameters be $G_1$ a cyclic group with prime order $p$, $h_i, d_i \in G_1$, $h_i, d_i$ generator for $i = 0, \ldots, L$, value $L$, $C_1 = h_0^{s_1} \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L}$ and $C_2 = d_0^{s_2} \cdot d_1^{m_1} \cdot \ldots \cdot d_L^{m_L}$. Let $s_1, s_2, m_1, \ldots, m_L \in \mathbb{Z}_p$ be the secret input (witness) to prover $P$. The protocol steps for prover $P$ and verifier $V$ are defined as follows.

1. $P$ chooses $k_1, \ldots, k_L, o_1, o_2 \leftarrow \mathbb{Z}_p$.
2. $P$ computes $Y_1 = h_0^{o_1} \cdot \prod_{i=1}^{L} h_i^{k_i}$, $Y_2 = d_0^{o_2} \prod_{i=1}^{L} d_i^{k_i}$ and sends $Y_1, Y_2$ to $V$.
3. $V$ chooses a challenge $c \leftarrow \mathbb{Z}_p$ and sends it to $P$.
4. $P$ sets $r_i = k_i + c \cdot m_i$ for $i = 1, \ldots, L$, $r_{o_1} = o_1 + c \cdot s_1$, $r_{o_2} = o_2 + c \cdot s_2$ and sends $r_1, \ldots, r_L, r_{o_1}, r_{o_2}$ to $V$.
5. $V$ accepts iff $Y_1 = C_1^{-c} \cdot h_0^{r_{o_1}} \cdot \prod_{i=1}^{L} h_i^{r_i}$ and $Y_2 = C_2^{-c} \cdot d_0^{r_{o_2}} \cdot \prod_{i=1}^{L} d_i^{r_i}$ holds.

Next we will show that the protocol is complete. After that, we will show that the protocol is a $\Sigma$-protocol. Therefore, we will first prove that it is a special honest-verifier zero-knowledge (SHVZK) protocol. Then we will prove that it satisfies the special soundness property.

**Lemma 2.31.** Protocol 2.30 is complete.

**Proof.** If prover $P$ and verifier $V$ follow the protocol as defined, it holds that $Y_1 = h_0^{o_1} \cdot \prod_{i=1}^{L} h_i^{k_i}$, $Y_2 = d_0^{o_2} \prod_{i=1}^{L} d_i^{k_i}$ and $r_i = k_i + c \cdot m_i$ for $i = 1, \ldots, L$, $r_{o_1} = o_1 + c \cdot s_1$, $r_{o_2} = o_2 + c \cdot s_2$. Hence, the following hold:

$$C_1^{-c} \cdot h_0^{r_{o_1}} \cdot \prod_{i=0}^{L} h_i^{r_i} = h_0^{-cs_1} \cdot h_1^{-cm_1} \cdot \ldots \cdot h_L^{-cm_L} \cdot h_0^{o_1+cs_1} \cdot h_1^{k_1+cm_1} \cdot \ldots \cdot h_L^{k_L+cm_L}$$

$$= h_0^{o_1} \cdot h_1^{k_1} \cdot \ldots \cdot h_L^{k_L}$$

$$= Y_1$$
2.7 Protocols

and

\[ C_2^{-c} \cdot d_0^{r_{o_2}} \prod_{i=0}^{L} d_i^{d_i} = d_0^{-c s_2} \cdot d_1^{-c m_1} \cdot \ldots \cdot d_L^{-c m_L} \cdot d_0^{r_{o_2} + c s_2} \cdot d_1^{k_1 + c m_1} \cdot \ldots \cdot d_L^{k_L + c m_L} \]

\[ = d_0^{r_{o_2}} \cdot d_1^{k_1} \cdot \ldots \cdot d_L^{k_L} \]

\[ = Y_2 \]

Both checks hold. Therefore, verifier \( V \) will always accept if prover \( P \) is honest. \( \square \)

**Lemma 2.32.** Protocol 2.30 is a special honest-verifier zero-knowledge (SHVZK) protocol under the assumption that the discrete logarithm problem is hard in \( \mathbb{G}_1 \).

**Proof.** Simulator \( S \) on input public parameters \( \mathbb{G}_1 \) a cyclic group with prime order \( p \), \( h_i, d_i \in \mathbb{G}_1 \), \( h_i,d_i \) generator for \( i = 0, \ldots, L \), value \( L \), \( C'_1 = h_0^{s_1} \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L} \), \( C_2' = d_0^{r_{o_2}} \cdot d_1^{k_1} \cdot \ldots \cdot d_L^{k_L} \) and challenge \( c' \) proceeds as follows:

1. \( r'_{o_1}, r'_{o_2}, r'_i \leftarrow \mathbb{Z}_p \) for \( i = 1, \ldots, L \)

2. \( Y'_1 = C_1^{c'-c} \cdot h_0^{r_{o_1}} \cdot \prod_{i=1}^{L} h_i^{r_i} \)

3. \( Y'_2 = C_2^{c'-c} \cdot h_0^{r_{o_2}} \cdot \prod_{i=1}^{L} h_i^{r_i} \)

With the values set as defined above the \( V \)'s check is directly satisfied. Let the produced transcript of \( S \) be \( (r'_{o_1}, r'_{o_2}, r'_i, Y'_1, Y'_2) \) for \( i = 1, \ldots, L \). We will analyze the output probability of the transcript for the given challenge \( c' \). Since \( c' \) is fixed in advance and \( r'_{o_1}, r'_{o_2}, r'_i, \ldots, r'_L \) is chosen uniformly at random from \( \mathbb{Z}_p \) we have that the probability for the above transcript is \( \frac{1}{p^{e+2}} \). The same probability holds for the transcripts in the real protocol. Suppose we fix \( c = c' \). Then we have that the values \( r_{o_1}, r_{o_2}, r_1, \ldots, r_L \) are fixed after \( k_1, \ldots, k_L, o_1, o_2 \) were chosen uniformly at random from \( \mathbb{Z}_p \). It follows that for given \( c' \) the probability distribution of the transcripts of the real protocol and \( S \) are equal. \( \square \)

**Lemma 2.33.** Protocol 2.30 satisfies the special soundness property.

**Proof.** Let \( \mathcal{E} \) be an algorithm with input \( C_1 = h_0^{m_0} \cdot h_1^{m_1} \cdot h_2^{m_2} \cdot \ldots \cdot h_L^{m_L}, C_2 = d_0^{r_{o_2}} \cdot d_1^{m_1} \cdot \ldots \cdot d_L^{m_L}, C_1, C_2 \in \mathbb{G}_1 \), two accepting transcripts \((c', r'_{o_1}, r'_{o_2}, r'_i, Y_1, Y_2)\), \((c, r_{o_1}, r_{o_2}, r_i, Y_1, Y_2)\) for \( i = 1, \ldots, L \) and where \( c - c' \neq 0 \mod p \). Since they are accepting transcripts we have that \( Y_1 = C_1^{-c} \cdot h_0^{r_{o_1}} \cdot \prod_{i=1}^{L} h_i^{r_i} = C_1^{-c} \cdot h_0^{r_{o_1}} \cdot \prod_{i=1}^{L} h_i^{r_i} \)
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and $Y_2 = C_2^{-c'} \cdot d_0^{c''} \cdot \prod_{i=1}^{L} d_i^{r_i} = C_2^{-c'} \cdot d_0^{c''} \cdot \prod_{i=1}^{L} d_i^{r_i}$. Therefore,

$$C_1^{c-c'} = h_0^{r_1} \cdot \prod_{i=1}^{L} h_i^{r_i} \cdot h_0^{-r_0} \cdot \prod_{i=1}^{L} h_i^{-r_i} \iff$$

$$C_1^{c-c'} = h_0^{r_0-r_0} \cdot \prod_{i=1}^{L} h_i^{r_i-r_i} \iff$$

$$C_1 = h_0^{r_0-r_0} \cdot \prod_{i=1}^{L} h_i^{r_i-r_i}$$

and

$$C_2^{c-c'} = d_0^{c''} \cdot \prod_{i=1}^{L} d_i^{r_i} \cdot d_0^{-r_0} \cdot \prod_{i=1}^{L} d_i^{-r_i} \iff$$

$$C_2^{c-c'} = d_0^{r_0-r_0} \cdot \prod_{i=1}^{L} d_i^{r_i-r_i} \iff$$

$$C_2 = d_0^{r_0-r_0} \cdot \prod_{i=1}^{L} d_i^{r_i-r_i}$$

Hence $E$ is able to extract (resp. compute) a witness $(r_0-r_0, r_0-r_0, r_i-r_i)$ for $i = 1, \ldots, L$. Overall $E$ runs in polynomial-time, since the only thing it does is the division of the two instances of the verification equation. Notice that the witness is perforce the same as in the protocol, since $r_i-r_i = \frac{k_i + cm_i}{c-c'} = \frac{m_i(c-c')}{c-c'} = m_i \mod p$ for $i = 1, \ldots, L$, $r_0-r_0 = \frac{a_1 + c_1}{c-c'} = s_1 \mod p$ and $r_0-r_0 = \frac{a_2 + c_2}{c-c'} = s_2 \mod p$.

**Theorem 2.34.** Protocol 2.30 is a Σ-protocol for proving knowledge of the values $s_1, s_2, m_1, \ldots, m_L \in \mathbb{Z}_p$ such that $C_1 = h_0^{s_1} \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L}$ and $C_2 = d_0^{s_2} \cdot d_1^{m_1} \cdot \ldots \cdot d_L^{m_L}$.

**Proof.** The theorem follows from the completeness (Lemma 2.31), SHVZK property (Lemma 2.32), special soundness property (Lemma 2.33) and the three-round form of the protocol. 

Notice, to use Protocol 2.25, Protocol 2.30 and any other Σ-protocol in our design of an anonymous credential system we have to convert it to a general zero-knowledge proof of knowledge using the standard technique by Damgård [24].

### 2.8 Two-Party Computations

In this section we will introduce the idea of two-party computations. This section motivates the background of the two-party computation that will be used in the
Two-party computations are also called two-party protocols. To give an informal description of secure computation, let \( g \) be a two-argument function \( g : S_1 \times S_2 \rightarrow S_3 \) with \( S_1, S_2 \) and \( S_3 \) finite sets. In the model two possibly malicious parties \( A \) and \( B \) are considered. \( A \) has a secret input \( x \in S_1 \) and \( B \) a secret input \( y \in S_2 \). Loosely speaking \( A \) and \( B \) exchange messages to securely compute \( z = g(x, y) \). Secure computations mean that the protocol satisfies a correctness and a privacy property. Correctness means that the value computed by the protocol is equal to \( z \). Privacy captures that \( A \) and \( B \) do not learn more about the other parties input as they should. In a restricted model it is required that they learn nothing about the others input. The above informal description is based on the introduction of [4].

A formal definition for general two-party computations was originally presented in [31, Chapter 7]. This definition aims at non-trivial functions that cannot be securely computed if a cheating party has unlimited computational power. They are based on functions that are computed as a Boolean circuit. This approach requires expensive computations such as a gate by gate evaluation of a Boolean circuit.

We will use two-party computations in the design of anonymous credential systems. For example, we want to obtain a signature on a committed value and prove a statement as “I have a signature”. We will use a protocol for signing a committed value in the design of our anonymous credential system. One requirement of such a protocol is that the user’s committed value and on the other side the signing key of the other party should be kept secret.

To design efficient systems we need efficient protocols. Camenisch and Lysyanskaya [15, 34] proposed the design of signature schemes that will easily yield itself to the construction of efficient protocols. Overall, proving a statement as “I have a signature” should be a more efficient process than representing this statement as a circuit and proving something about that circuit [34]. In this thesis we will present signature schemes and corresponding efficient protocols. First, a protocol for signing a committed value without revealing the value to the signing party. Second, a protocol for proving knowledge of a signature on a committed value. The notion of an anonymous credential system, its functional specification and security definition are presented in the next chapter.
Let us first give a short motivation for anonymous credential systems. Protecting the privacy of individuals is a challenging, but also very important task as more private information gets shared and analyzed. Many concerns of the society, but also of enterprises and organizations, involves the lack of control and protection of private information. A practical example are services that allow users to login using login data (resp. credentials) of other services. During this process crucial private information is shared among the services like name, age, gender and location. The point is that the majority of services do not need private information to grant users access. The only thing they need, and therefore should demand, is the knowledge that the user owns such a credential. Therefore, to leave out private information we should use anonymous credential systems.

An anonymous credential system let users obtain credentials from organizations (resp. services) and let them prove the knowledge (possession) of the credentials to another organization (resp. service). To protect the identity of the users, they form pseudonyms. Thus, in an anonymous credential system organizations identify the users only by pseudonyms. Therefore, organizations grant credentials only to pseudonyms. The user can then prove the possession of this credential to another organization, who knows the user under a different pseudonym. In this process the corresponding user only reveals that he owns such a credential. There are credential systems that support unlimited use credentials (multiple-show credentials) and one-time use credentials (one-show credentials) [35].

This chapter shows in detail how an anonymous credential system can be designed using a secure signature scheme, a commitment scheme and efficient protocols based on the work of Camenisch and Lysyanskaya [34, 15]. The definitions for credential systems are originally presented by Lysyanskaya [34, Chapter 3]. The definitions themselves are based on the work on multi-party computations by Canetti [17, 18] and the work on reactive systems by Pfitzmann and Waidner [39]. First we will describe the properties of an anonymous credential system. After that, the security for an anonymous credential system will be defined as follows. We will present a definition of a cryptographic system (CS) and its security in regard to an ideal-world specification (IS). After that we will show an anonymous credential system realized as a ideal-world specification and as a cryptographic system. Where the latter conforms to the IS and is said to be secure.
3.1 Properties of Credential Systems

The basic desirable properties of a credential system, like anonymity of users, are presented in the following. Further, we will present additional desirable properties concerning the problem of users sharing their pseudonyms and credentials.

3.1.1 Basic Properties

Our basic anonymous credential system will satisfy the following basic properties originally presented in [34, Chapter 3].

**Unforgeability** It is impossible to forge a credential for a user. This is even true if all users and organizations work together and run an adaptive attack on the credential issuing organization.

**Consistency of credentials** It is not possible that two or more users team up and show a set of their credentials to an organization and obtain a credential for one of the users that this user alone would not have gotten.

**Autonomy of organizations** An organization is able to choose his own cryptographic keys independent of the other parties of the system.

**Anonymity of users** An organization learns nothing apart from the fact that a user possess some set of credentials. This holds even if the organizations cooperate.

**Unlinkability** Two arbitrary pseudonyms of one and the same user cannot be linked. Furthermore, credential showings cannot be linked.

**Efficiency** Each interaction involves as few parties as possible. The communication rounds and communicated data are minimal.

Regarding the efficiency, our basic anonymous credential system in the cryptographic system model will have interactions between two parties, i.e. a user and an organization (resp. verifier).

3.1.2 Additional Properties

Additional properties are in some cases easy to add, for example if a public-key infrastructure is available. We will describe the properties and their advantages in the following. They are an abstract of the properties presented in [34, 35].

**Sharing** A user forms a pseudonym (commitment) derived from a secret that is only known to the user. The upcoming problem is that a user is able and motivated to share his pseudonyms and credentials with others if the secret is not of importance. The secret should be of value such that the users are discouraged from sharing. The idea to link the sharing of a credential to
the sharing of a valuable secret key from outside the system is discussed by Lysyanskaya et al. [35] and Dwork et al. [28].

**Anonymity revocation** Global anonymity revocation is a mechanism for discovering the identity of a user. This is a desirable property to identify users involved in illegal transactions. We speak of local anonymity revocation if a user’s pseudonym with an credential issuing organization is revealed.

**Attribute encoding** The ability to encode attributes into credentials. One example is to encode an expiration date.

Notice, for attribute encoding in the CS model we will present and utilize a signature scheme for blocks of messages. We will describe it in more detail in Chapter 6. Lysyanskaya [34] describes in more detail how to build in additional properties given a basic credential system.

### 3.2 A Secure Cryptographic System regarding an Ideal-World Specification

The definition of anonymous credential systems by Lysyanskaya [34] is inspired by the work on an universally composable framework from Canetti [19]. The anonymous credential system that we design in this thesis will rely on the framework that is established in this section. In its core the framework is a definition of a basic anonymous credential system proven to be secure in [34]. Secure means that the basic system conforms to the ideal-world specification. The ideal-world specification is originally presented in the same work. The system is called basic since it provides the basic properties of an anonymous credential system as described above.

**Definition 3.1** (Ideal-World Specification (IS) [34]). An ideal functionality consists of honest ideal players, the adversary $\mathcal{A}$, the environment and a trusted party $T$. All transactions in this ideal model are carried out by the trusted party $T$. A transaction is a process that is executed by two or more parties. Those transactions are single round or multiple round communications. Let us now give the specification of the overall system and the parts involved. The security parameter $\secp$ is given as input to all parties. The environment $E$ controlling the transactions proceeds in periods of time. Transactions are activated by $E$. Each period starts with $E$ activating one (honest) player $P \in IS$. $E$ instructs the honest player $P$ which transaction it has to initiate. $P$ then contacts the trusted party $T$ and tells it what transaction it intends to carry out and with whom. The period progresses by $T$ executing the trusted code for this transaction. This may involve sending messages to other players and receiving messages from them. $T$ may send or receive messages from an adversary during the execution. The period ends with $P$ telling $E$ the outcome of the transaction. The adversary $\mathcal{A}$ is also controlled by...
the environment $E$. Therefore, $A$ forwards all received messages to $E$. Further, $E$ tells $A$ which messages to send. Besides that, $A$ acts as any other player and is able to send and receive messages to and from $T$.

**Definition 3.2** (Cryptographic System (CS)). A cryptographic system is a set of honest cryptographic players, the adversary $A$, and the environment $E$. What is missing is the trusted party. The communications are carried out over a network. It is assumed that the network provides secure channels for communication. The CS is initialized by a so called $Init$ algorithm. It initializes the necessary public parameters. $Init$ is carried out by an honest trusted party which makes the values publicly available. As in the IS the environment proceeds in periods of time. A period consists of the following actions. First $E$ tells one honest player $P \in CS$ which transaction to initiate. Subsequently $P$ contacts the parties it needs to interact with. $P$ then carries out the corresponding cryptographic transaction (protocol) with the contacted parties. Next, $P$ tells $E$ the outcome of the transaction (protocol) and the period ends. Adversary $A$ is controlled by $E$ and is able to send and receive messages to and from any other player. $A$ also forwards any received messages to $E$ and $E$ tells $A$ which message to send and to whom.

The following security definition is essential for the framework established in this chapter. It is originally presented in [34]. It defines what it means for a cryptographic system to be secure in respect to an ideal specification.

**Definition 3.3.** A cryptographic system $CS$ with initialization algorithm $Init$ is secure in the sense of an ideal specification $IS$ in a black-box fashion, if there exists simulator $S$ such that for all pairs of probabilistic polynomial-time families of interactive Turing machines $\{E_\eta, A_\eta\}$ there exists a negligible function $\nu(\eta)$ such that,

\[
\Pr\left[PK \leftarrow Init(1^n); \ (CS(1^n, PK) \leftrightarrow A_\eta \leftrightarrow E_\eta) \longrightarrow b: b = 1\right] - \\
\Pr\left[(IS(1^n) \leftrightarrow T(1^n) \leftrightarrow S(A_\eta) \rightarrow E_\eta) \longrightarrow b: b = 1\right] = \nu(\eta)
\]

The simulator $S$ is given black-box access to the environment. Notice that the arrows stand for communication. Further, notice that in the systems above the environment has to schedule a transaction for a given period. It cannot interleave messages of different transactions or have transactions conducted concurrently.

Next, we will define an ideal basic anonymous credential system in the IS model based on the Section 3.2.1 of [34]. We have adapted the notation and emphasize which parties are involved. After that we will introduce a corresponding system in the CS model.
3.2 An Ideal Basic Credential System Functionality

A basic credential system consists of users, organizations and verifiers. Verifiers are players that only verify existing credentials of the users. They can not grant credentials. Users receive credentials and show them to get access. The system is not static. New users can join the set of users over time. Organizations are players that grant and verify credentials of the users. For simplicity reasons we assume that every organization grants a unique type of credential. We call organizations also verifiers if their role in a transaction is to verify a credential. The following credential system fulfills the basic properties unforgeability of credentials, unlinkability of credential showings, consistency of credentials and anonymity of users. The following ideal credential system and corresponding transactions are originally presented in [13] and a variation of it can be found in [34].

Definition 3.4. The ideal basic anonymous credential system consists of the following transactions between users, organizations and verifiers.

**FormNym**（U, O）A transaction between a user U and an organization O (or verifier). Every time U contacts T it sends a login name L_U known to T and corresponding authenticating key K_U. If this login name is not yet established, U send T the login name L_U and obtains in return the key K_U. U tells T to establish a pseudonym N_O for U with organization O. T first verifies (L_U, K_U) and checks if K_U is the authenticating key for L_U. Then T tells organization O that some user wants to establish a pseudonym N_O. Eventually O either accepts or rejects. If O accepts, it generates a random k-bit tag t and stores it together with N_O. After that T forwards to U the answer (reject or accept) of O.

**GrantCred**（U, N_O, O）A transaction between a user U and an organization O. U contacts T with the login name L_U, authenticating key K_U, pseudonym N_O and the name of the organization O. T first verifies (L_U, K_U) and checks if K_U is the authenticating key for L_U. If the check fails or if N_O is not U’s pseudonym with O, T answers with Fail. Otherwise, T proceeds by contacting O. If O accepts, then T tells U that a credential with O on pseudonym N_O has been granted. Otherwise, T tells U Reject.

**VerifyCred**（U, V, N_O, O）A transaction between a user U and a verifier V. U contacts T with the login name L_U, authenticating key K_U, pseudonym N_O, the name of the verifer V and the name of the credential-granting organization O. T first verifies (L_U, K_U) and checks if K_U is the authenticating key for L_U. If the check fails or if N_O is not U’s pseudonym with O, T answers with Fail. Otherwise, if organization O has granted N_O a credential, then T tells V that the user U has a credential from O.

**VerifyCredOnNym**（U, V, N_V, N_O, O）A transaction between a user U and a verifier V. U contacts T with the login name L_U, authenticating key K_U,
pseudonym $N_O$ and $N_V$, the name of the verifier $V$ and the name of the credential-granting organization $O$. $T$ verifies $(L_U, K_U)$ validity and checks that $K_U$ is the authenticating key for $L_U$. Further $T$ checks that $N_V$ is the pseudonym established between $U$ and $V$. $N_O$ is $U$’s pseudonym with $O$ and a credential has been granted by $O$ to $N_O$. If all checks hold, then $T$ tells $V$ that $U$ with pseudonym $N_V$ has a credential from $O$.

Notice that to show a party a single credential the $\text{VerifyCred}(U, V, N_O, O)$ transaction is more efficient, than first running $\text{FormNym}(U, V)$ to establish $N_V$ ($U$’s pseudonym with $V$) and then running $\text{VerifyCredOnNym}(U, V, N_V, N_O, O)$. Further, notice that any organization can also act as an verifier in the transactions. But only organizations can grant a credential using the $\text{GrantCred}(U, N_O, O)$ transaction.

3.2.2 Designing a Secure Basic Anonymous Credential System based on Signatures and Commitments

The following general definition of a basic anonymous credential system in the CS model is originally presented in [34, Section 3.2.2]. We adapted the notation and our definition is more specific about the used keys in each protocol. The anonymous credential system is called basic, because it provides the basic properties unforgeability of credentials, unlinkability of credential showings, consistency of credentials and anonymity of users. Loosely speaking this is true, since it is the basic system of Definition 3.4 realized in the CS model.

**Definition 3.5.** The basic anonymous credential system consists of the following transactions between users, organizations and verifiers.

- **Init** Outputs the public parameter $1^n$ and a public key $pk_C$ of a commitment scheme.

- **User Initialization** The user $U$ chooses a secret $M_U$.

- **Organization Initialization** Organization $O$ runs $\text{Gen}(1^n)$ and gets a signature key pair $(sk_O, pk_O)$. It publishes $pk_O$ as his public key. Notice that the public key $pk_O$ can also include a public key of a commitment scheme. Users will then form pseudonyms with the organization $O$ using the included commitment public key.

- **FormNym($U$, $O$)** User $U$ forms a pseudonym to his secret $M_U$ by forming a commitment to his secret. Let $N_O = \text{Commit}(pk_C, M_U, s)$ for random $s$. $U$ send $N_O$ to organization $O$. Further, $U$ proves the knowledge of the committed value. If no failure occurs, then $U$ and $O$ store both $N_O$ as $U$’s pseudonym with $O$. The organization $O$ also stores a random identifying tag $t$ for the pseudonym.
GrantCred\((U, N_O, O)\) User \(U\) and organization \(O\) run a protocol for signing a committed value (Section 3.3) on common input \((pk_O, pk_C, N_O)\). Where the user’s private input is \(M_U\) and the organizations private input is \(sk_O\). Notice that the public key \(pk_C\) of the commitment scheme can also be part of the organization public key \(pk_O\). The user stores his output \(\sigma\) of the protocol. Where \(\sigma\) is a valid signature on \(N_O\) under \(sk_O\) and called credential.

Verif\(\text{yCred}(U, V, N_O, O)\) User \(U\) who has previously participated in the transaction GrantCred\((U, N_O, O)\) and obtained the credential \(\sigma\). Where \(N_O = \text{Commit}(pk_C, M_U, s)\). \(U\) forms a commitment \(N_V = \text{Commit}(pk_C, M_U, r)\) to his secret \(M_U\) where \(r\) is a random element. User \(U\) and verifier \(V\) run the protocol for proving knowledge of a signature on a committed value. Where the common input to \(U\) and \(V\) is \((pk_O, pk_C, N_V)\) and the private input for \(U\) is \((M_U, r, \sigma)\).

Verif\(\text{yCredOnNym}(U, V, N_V, N_O, O)\) User \(U\) who has previously participated in GrantCred\((U, N_O, O)\) transaction and obtained the credential \(\sigma\). Where \(N_O = \text{Commit}(pk_C, M_U, s)\). Further, \(U\) has established the pseudonym \(N_V = \text{Commit}(pk_C, M_U, r)\) with \(V\). User \(U\) and verifier \(V\) run the protocol for proving knowledge of a signature on a committed value. Where the common input to \(U\) and \(V\) is \((pk_O, pk_C, N_V)\) and the private input for \(U\) is \((M_U, r, \sigma)\).

**Theorem 3.6.** The basic anonymous credential system of Definition 3.5 is secure in terms of Definition 3.3.

The proof is presented in [34] by Lysyanskaya and in a more specific form in [13] by Camenisch and Lysyanskaya. In short, to prove the security one has to define a simulator \(S\) that translates the CS system environment (real environment) and adversary into an ideal environment and vice versa.

### 3.3 Signing a Committed Value

In this section, we will define the formal outline of a two-party protocol to obtain a signature on a committed value. We will use this protocol to issue credentials on pseudonyms. Hence, it is a building block for the design of an anonymous credential system. After that, the security of the so called two-party protocol (computation) between a user and a signer will be defined. The result of the protocol is a signature on a committed value of the user’s choice. The signer will not learn any information about the user’s value. The following definition is originally presented in [34].

**Definition 3.7** (Two-party protocol for signing a committed value). Let \(\Pi = (\text{Gen}, \text{Sign}, \text{Verify})\) be a secure signature scheme and \(\mathcal{C} = (\text{Gen}_C, \text{Commit})\) be a non-interactive commitment scheme. Further, let \(X_\eta\) and \(R_\eta\) be finite sets,
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Let \((pko,sko) \leftarrow \text{Gen}(1^n)\) and \(pkC \leftarrow \text{GenC}(1^n)\). The functional specification of the protocol \((O \leftrightarrow U)\) for signing a committed value between a user \(U\) and a signer \(O\) is as follows:

**Common Input:** The signature public key \(pko\), commitment public key \(pkC\) and a commitment \(C\).

**User’s private Input:** The private value \(x \in X_\eta\) that needs to be signed and private value \(r \in R_\eta\) such that \(C = \text{Commit}(pkC,x,r)\).

**Signer’s private Input:** Secret key \(sko\) that corresponds to \(pko\).

**User’s output:** The signature \(\sigma\) such that \(\text{Verify}(pko,x,\sigma) = 1\).

The security definition of the two-party protocol \((O \leftrightarrow U)\) for signing a committed value follows the definition presented in [34]. From the view of the user \(U\) the protocol \((O \leftrightarrow U)\) must reveal (almost) no information about the user’s private input \(x\). Regarding the security for the signer, a (malicious) user cannot output a valid signature \(\sigma\) on any value unless \(\sigma\) was issued by the signer. In the following definition we assume that the public keys are known to every party. With \(b \leftarrow (A \leftrightarrow U(\cdot,\cdot))\) we denote the random variable \(b\) representing \(A\)’s outputs after the interaction with \(U\). Analogous we denote with \((O(\cdot) \leftrightarrow U(\cdot)) \rightarrow b\) the random variable \(b\) representing the output of \(U\) after the interaction with \(O\).

**Definition 3.8 (Secure two-party protocol).** Let \((O \leftrightarrow U)\) be a two-party protocol for signing a committed value as in Definition 3.7. \((O \leftrightarrow U)\) is called secure if the following holds.

- **Security for the user:** There exists a negligible function \(\nu(\eta)\) such that for all \(x,y \in X_\eta\), for all ppt adversaries \(A\), for all \(pko \in \text{Gen}(1^n)\) and all \(pkC \leftarrow \text{GenC}(1^n)\),

\[
\Pr[r \leftarrow R_\eta, b \leftarrow (A \leftrightarrow U(x,r)) : b = 0] - \\
\Pr[r \leftarrow R_\eta, b \leftarrow (A \leftrightarrow U(y,r)) : b = 0] \leq \nu(\eta)
\]

- **Security for the signer:** Let \(O\) denote the interactive Turing-machine for the signer’s part of the protocol. There exists an ppt extractor algorithm \(E\) such that the user’s view in interaction with \(E\) is the same as in interactions with \(O\). This holds even though \(E\) only has a single oracle access to the signing oracle of the underlying secure signature scheme. More formally, for all probabilistic polynomial-time families of Turing machines \(\{U_\eta\}\), there
exists a negligible function $\nu(\eta)$ such that

$$\Pr \left[ (pk_O, sk_O) \xleftarrow{\text{Gen}(1^n)} (O(sk_O) \leftrightarrow U_\eta(pk_O)) \rightarrow b : b = 0 \right] - \Pr \left[ (pk_O, sk_O) \xleftarrow{\text{Gen}(1^n)} (E_1^{\text{Sign}(pk_O, sk_O, \cdot)}(1^n) \rightarrow U_\eta(pk_O)) \rightarrow b : b = 0 \right] = \nu(\eta)$$

More strongly, let $[O(\cdot)]$ denote the sequentially composed signer protocol. This means a protocol that repeats the signer’s part of the protocol sequentially with the adversary $U$ until the adversary stops it. Let the sequentially composed extractor $[E(\cdot)]$ be defined analogously. We require the following. For all probabilistic polynomial-time families of Turing machines $\{U_\eta\}$, there exists a negligible function $\nu(\eta)$ such that

$$\Pr \left[ (pk_O, sk_O) \xleftarrow{\text{Gen}(1^n)} ([O(sk_O)] \leftrightarrow U_\eta(pk_O)) \rightarrow b : b = 0 \right] - \Pr \left[ (pk_O, sk_O) \xleftarrow{\text{Gen}(1^n)} ([E_1^{\text{Sign}(pk_O, sk_O, \cdot)}(1^n) \rightarrow U_\eta(pk_O)) \rightarrow b : b = 0 \right] = \nu(\eta)$$

Notice, that the sequentially composable requirement is related to the sequential composition of zero-knowledge proofs [30, Section 4.3.4].

As a building block for an anonymous credential system, the above protocol for signing a committed value has to ensure, that no adversarial user can produce a valid signature on his own without running the protocol with the signer. The following lemma and proof is originally presented by Lysyanskaya in [34].

**Lemma 3.9.** Let $\Pi = (\text{Gen}, \text{Sign}, \text{Verify})$ be the secure signature scheme used in the protocol for signing a committed value Definition 3.7 and let $(pk_O, sk_O) \xleftarrow{\text{Gen}}$. No polynomial-time adversary $A$ can output a signature $\sigma$ on a value $m$, such that $\text{Verify}(pk_O, m, \sigma) = 1$ holds, for which it did not run the protocol for signing a committed value with the signer $O$.

**Proof.** From the security for the signer of the protocol for signing a committed value we get that the adversary $A$ cannot distinguish whether he is talking to the extractor $E$ or to the actual signer $O$. Hence, $A$’s probability to output a forgery when talking to $O$ is as when talking to $E$. If the adversary outputs a forgery when talking to $E$ then it is also a direct forgery on the signature scheme. Since the signature scheme $\Pi$ is secure in the sense of adaptive chosen-message attacks this only happens with negligible probability. \qed

Following the work of Camenisch and Lysyanskaya [13, 14, 34, 15] and the definitions presented in this chapter, an anonymous credential system can be designed with,

- a commitment scheme,
- a signature scheme and


- efficient protocols. Where the protocols are as follows. A protocol for,
  - proving knowledge of a committed value,
  - proving equality of two committed values (optional),
  - obtaining a signature on a committed value and
  - proving knowledge of a signature on a committed value.

In the main part of this thesis we will show how to design an anonymous credential system based on the q-SDH Assumption. We have already presented a commitment scheme for blocks of values (Definition 2.10), a protocol for proving knowledge of a committed value (Protocol 2.25) and a protocol for proving the equality of committed values (Protocol 2.30). What we will present in the following chapters are signature schemes secure under the q-SDH Assumption (Chapter 4), a protocol for obtaining a signature on a committed value and a protocol for proving knowledge of a signature on a committed value (Chapter 5). Finally, in Chapter 6 we will present our anonymous credential system based on the q-SDH Assumption in detail.
4 Signature Schemes based on the q-SDH Assumption

In this chapter we will introduce signature schemes secure under the q-SDH Assumption. The signature schemes are an essential part of our anonymous credential system. Credentials in our anonymous credential system will be generated using the signature schemes presented here. Besides that the signature schemes are of interest on its own and can be used in other systems. The idea for the signature schemes is first mentioned by Camenisch and Lysyanskaya in [15]. Similar signature schemes secure under the q-SDH Assumption are presented in [2, 6, 7].

4.1 A Basic Signature Scheme

The basic signature scheme presented in this section provides signatures for a single message. We will extend it to a signature scheme that supports signing blocks of messages. The extended scheme will be used to sign an information-theoretical hidden message. The information-theoretical hidden message will be a commitment of our commitment scheme from Definition 2.10. But first let us concentrate on the basic scheme. The concept of our basic signature scheme is similar the scheme $A$ of Camenisch and Lysyanskaya [15].

4.1.1 Scheme BBS-A

**Definition 4.1** (BBS-A). Let $\mathcal{G}$ be a bilinear group generator. The signature scheme $\Pi_A = (\text{Gen}, \text{Sign}, \text{Verify})$ is defined as follows:

\begin{enumerate}
    
    
    \item[Gen($1^n$):]
    \begin{enumerate}
        
        \item Get $(\mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e) \leftarrow \mathcal{G}(1^n)$
        
        \item Choose $g_2 \leftarrow \mathbb{G}_2$, $u_0 \leftarrow \mathbb{G}_2$, $u_1 \leftarrow \mathbb{G}_2$ and set $g_1 := \psi(g_2)$
        
        \item Choose $\gamma \leftarrow \mathbb{Z}_p$ and set $w := g_2^\gamma$
        
        \item Set public key $pk := (g_1, g_2, u_0, u_1, w, \mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e)$ and secret key $sk := \gamma$
    
    \end{enumerate}

    \item[Sign($pk, sk, m$):]
    \end{enumerate}
1. On input public key $pk = (g_1, g_2, u_0, u_1, w, G_1, G_2, G_T, p, \psi, e)$, secret key $sk = \gamma$ and message $m \in \mathbb{Z}_p$

2. Choose $x \leftarrow \mathbb{Z}_p$ and $s \leftarrow \mathbb{Z}_p$

3. Set $h_0 := \psi(u_0)$ and $h_1 := \psi(u_1)$

4. $A = (g_1 \cdot h_0^s \cdot h_1^{-m})^{\frac{1}{x+\gamma}}$

5. $\sigma := (A, x, s)$

Verify($pk, m, \sigma$):

1. On input public key $pk = (g_1, g_2, u_0, u_1, w, L, G_1, G_2, G_T, p, \psi, e)$, message $m$ and signature $\sigma = (A, x, s)$

2. Set $h_0 := \psi(u_0)$ and $h_1 := \psi(u_1)$

3. Output 1 if $e(A, g_2)^x \cdot e(A, w) \cdot e(h_0^{-s} \cdot h_1^{-m}, g_2) = e(g_1, g_2)$ holds. Otherwise output 0.

Lemma 4.2. The BBS-A signature scheme is correct.

Proof. Assume $\sigma \leftarrow \text{Sign}(sk, m)$, then the following holds. The signature is $\sigma = (A, x, s)$ with $A^{x+\gamma} \cdot h_0^{-s} \cdot h_1^{-m} = g_1$ and $x, s \in \mathbb{Z}_p$. Verify($pk, \sigma, m$) checks that the following holds.

\[
e(A, g_2)^x \cdot e(A, w) \cdot e(h_0^{-s} \cdot h_1^{-m}, g_2)
\]
\[
\Leftrightarrow e(A, g_2^x) \cdot e(A, g_2^2) \cdot e(h_0^{-s} \cdot h_1^{-m}, g_2)
\]
\[
\Leftrightarrow e(A, g_2^{x+\gamma}) \cdot e(h_0^{-s} \cdot h_1^{-m}, g_2)
\]
\[
\Leftrightarrow e(A^{x+\gamma} \cdot h_0^{-s} \cdot h_1^{-m}, g_2)
\]
\[
\Leftrightarrow e(g_1, g_2)
\]

\[\square\]

Theorem 4.3. Under the q-SDH Assumption for bilinear group generator $G$, the BBS-A signature scheme is secure against existential forgery under an adaptive chosen-message attack.

Proof. The theorem is a special case of Theorem 4.10 with $L = 1$. Thus, the security follows directly from the security of the BBS-B signature scheme (Definition 4.4), presented in the next section, with $L$ set to 1.

We note that this signature scheme is sufficient for the design of a group signature scheme. Whereby the user chooses $m$ and give $h_1^m$ to the group manager. The user proves the knowledge of $m$ and obtains the membership certificate $(A = (g_1 \cdot h_0^s \cdot h_1^{-m})^{\frac{1}{x+\gamma}}, x, s)$.
4.2 A Signature Scheme for Blocks of Messages

We generalize the BBS-A signature scheme, presented in Section 4.1, to a signature scheme for blocks of messages of length \( L \). We prove the security of the signature scheme based on the \( q \)-SDH Assumption. The proof is also applicable for the BBS-A scheme with \( L \) set to 1. The signature scheme for a block of message is of interest for our anonymous credential system, since it supports attribute encoding, see 3.1.2. This allows us to grant credentials on commitments, which not only include a user’s secrets, but also include attributes such as expiration dates. Further it can be used to design a protocol for signing an information-theoretical hidden message with \( L \geq 2 \). In this regard it can be compared to the schemes B and C of Camenisch and Lysyanskaya [15]. A similar signature scheme is presented by Au et al. [2] and is also based on the idea mentioned by Camenisch and Lysyanskaya in [15]. As mentioned before, the following signature scheme is essential for our anonymous credential system to grant credentials on pseudonyms. Thus, it will be used in our protocol for signing a committed value. Note that we assume that the block size \( L \) is fixed. Therefore the public key is generated for a specific value \( L \).

4.2.1 Scheme BBS-B

**Definition 4.4** (BBS-B). Let \( \mathcal{G} \) be a bilinear group generator. The signature scheme \( \Pi_B = (\text{Gen}, \text{Sign}, \text{Verify}) \) is defined as follows:

**Gen(1^n):**

1. Get \( (\mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e) \leftarrow \mathcal{G}(1^n) \)
2. Choose \( g_2 \leftarrow \mathbb{G}_2, u_0, \ldots, u_L \leftarrow \mathbb{G}_2 \) and set \( g_1 := \psi(g_2) \)
3. Choose \( \gamma \leftarrow \mathbb{Z}_p \) and set \( w := g_2^\gamma \)
4. Set public key \( pk := (g_1, g_2, u_0, \ldots, u_L, w, L, \mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e) \) and secret key \( sk := \gamma \)

**Sign(pk, sk, M):**

1. On input public key \( pk = (g_1, g_2, u_0, \ldots, u_L, w, L, \mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e) \), secret key \( sk = \gamma \) and message block \( M = (m_1, \ldots, m_L) \in \mathbb{Z}_p^L \)
2. Choose \( x \leftarrow \mathbb{Z}_p \) and \( s \leftarrow \mathbb{Z}_p \)
3. Set \( h_i := \psi(u_i) \) for \( i = 0, \ldots, L \)
4. Set \( A := (g_1 \cdot h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L})^{1/x} \)
5. Output \( \sigma := (A, x, s) \)
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Verify\((pk, M, \sigma)\):

1. On input public key \(pk = (g_1, g_2, u_0, u_1, \ldots, u_L, w, L, G_1, G_2; \mathbb{G}_T, p, \psi, e)\), message block \(M = (m_1, \ldots, m_L)\) and signature \(\sigma = (A, x, s)\)

2. Set \(h_i := \psi(u_i)\) for \(i = 0, \ldots, L\)

3. Output 1 if \(e(A, g_2^x) \cdot e(A, w) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) = e(g_1, g_2)\) holds. Otherwise output 0.

**Lemma 4.5.** BBS-B signature scheme is a correct.

**Proof.** Assume \(\sigma \leftarrow \text{Sign}(pk, sk, M)\) where \(M = (m_1, \ldots, m_L)\), then \(\sigma = (A, x, s)\) with \(A^{x+\gamma} \cdot h_0^{-s} \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L} = g_1\) and \(x, s, m_i \in \mathbb{Z}_p\) for \(i = 1, \ldots, L\). Then Verify\((pk, m, \sigma)\) checks if the following holds:

\[
\begin{align*}
e(A, g_2^x) \cdot e(A, w) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) \\
\iff e(A, g_2^x) \cdot e(A, g_2^\gamma) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) \\
\iff e(A^{x+\gamma} \cdot h_0^{-s} \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) \\
\iff e(g_1, g_2)
\end{align*}
\]

Hence, Verify\((pk, m, \text{Sign}(pk, sk, M))\) outputs 1 for every message block \(M = (m_1, \ldots, m_L) \in \mathbb{Z}_p^L\) and every key pair \((pk, sk) \leftarrow \text{Gen}(1^n)\).

Next, we will prove that the BBS-B signature scheme is secure. Let us first give an informal outline. Assume \(\mathcal{F}\) is a forger for signature scheme BBS-B with success probability \(\varepsilon_{\mathcal{F}}\) in \(\text{Sig-forge}_{\mathcal{F}, H_p}(\eta)\) and running time \(t_{\mathcal{F}}\) that makes \(q\) signature queries. Using \(\mathcal{F}\) we can then define an adversary \(\mathcal{A}\), which solves the q-SDH problem for bilinear group generator \(\mathcal{G}\) (respectively in \((G_1, G_2))\). We will first distinguish three types of outputs of \(\mathcal{F}\) (Type 1, Type 2, Type 3). We will show that any of these will lead to \(\mathcal{A}\) solving the q-SDH problem for bilinear group generator \(\mathcal{G}\). Indeed we will show that Type 1 and Type 2 forgery allow \(\mathcal{A}\) to solve a given q-SDH problem instance with a variant of the technique presented in Lemma 3.2 of [6] by Boneh and Boyen. Type 3 forgery leads to solving the discrete logarithm problem in \(G_1\). Which is assumed to be hard for the groups that we consider as output of \(\mathcal{G}\).

More formally, suppose \(\mathcal{F}\)'s \(q\) signature queries for message blocks \(M_1, \ldots, M_q\) are answered with \(\sigma_i = (A_i, x_i, s_i)\) for \(i = 1, \ldots, q\). Further, suppose that the output of \(\mathcal{F}\) is a forgery \(\sigma' = (A', x', s')\) on message block \(M'\), then there are three types of outputs.

**Type 1:** \(\mathcal{F}\) outputs a forgery \(\sigma' = (A', x', s')\) on message block \(M'\) where \(x' \notin \{x_1, \ldots, x_q\}\).
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Type 2: \( \mathcal{F} \) outputs a forgery \( \sigma' = (A', x', s') \) on message block \( M' \) where 
\[ x' \in \{ x_1, \ldots, x_q \}, \quad (x' = x_k \text{ for some } k \in \{1, \ldots, q\}) \] 
and \( A' \neq A_k \).

Type 3: \( \mathcal{F} \) outputs a forgery \( \sigma' = (A', x', s') \) on message block \( M' \) where 
\[ x' \in \{ x_1, \ldots, x_q \}, \quad (x' = x_k \text{ for some } k \in \{1, \ldots, q\}) \] 
and \( A' = A_k \).

The same technique, for different output types, is used in [34]. Let \( \mathcal{F}_1 \) (respectively \( \mathcal{F}_2 \) or \( \mathcal{F}_3 \)) denote the forger who runs \( \mathcal{F} \), but only outputs the forgery if it is a Type 1 (respectively Type 2 or Type 3) output.

Lemma 4.6. If the success probability of forger \( \mathcal{F} \) is \( \varepsilon_F \) then one of \( \mathcal{F}_1, \mathcal{F}_2 \) or \( \mathcal{F}_3 \) succeeds with probability at least \( \varepsilon_F/3 \).

Proof. The above lemma follows from the union bound. \( \square \)

Before we go into more detail, let us give an informal description of the structure of the proof. The adversary that we will describe will first generate keys for the signature scheme to initialize the forger. For the key generation we will use the technique presented by Boneh and Boyen in [6]. After that we are are able to generate \( q-1 \) valid q-SDH pairs. We will answer \( q-1 \) signature queries of the forger by using these pairs. One uniformly at random chosen signature query will be answered using specially chosen values. We will go into more detail about these values in the actual proof. But let us state here, that these values will allow us to solve the given q-SDH problem in a case, where otherwise we could not bound the success probability of the adversary. This case will be considered in Lemma 4.8 for forger \( \mathcal{F}_2 \).

Next, we will proceed with proving that the success probability of each of the forgers \( \mathcal{F}_1, \mathcal{F}_2 \) and \( \mathcal{F}_3 \) are negligible under the corresponding assumptions.

Lemma 4.7. Under the q-SDH Assumption, the success probability of forger \( \mathcal{F}_1 \) in the Sig-forge\( \mathcal{F}_1, \Pi_B)(\eta) \) game is negligible.

Proof. First assume that the success probability of \( \mathcal{F}_1 \) in Sig-forge\( \mathcal{F}_1, \Pi_B)(\eta) \) is \( \varepsilon_1 \) and its running time is \( t_1 \). Let us show that this contradicts the q-SDH Assumption.

We construct an algorithm \( \mathcal{A} \) that given a q-SDH instance \( (g_1, g_{2}^{0}, g_{2}^{1}, g_{2}^{2}, \ldots, g_{2}^{q}) \in G_{1} \times G_{2}^{q+1} \), corresponding \((G_1, G_2, G_T, p, \psi, e) \leftarrow G(1^\eta)\) and access to \( \mathcal{F}_1 \) will output a valid SDH pair \( (A, x') \in G_1 \times \mathbb{Z}_p \) such that \( A = g_{1}^{(\psi + x')/q} \).

Key Generation: Adversary \( \mathcal{A} \) obtains generators \( g_1, g_2^0, w = g_2^\gamma \) and SDH pairs with the technique presented in Lemma 3.2 of [6] as follows. It first defines \( B_i := g_2^{x_i} \) for \( i = 0, \ldots, q \). Let \( f \) be the polynomial defined as \( f(\Gamma) = \prod_{i=1}^{q-1} (\Gamma + x_i) \) and expand it. Then write it as \( f(\gamma) = \sum_{i=0}^{q-1} \alpha_i \Gamma^i \) where \( \alpha_i \in \mathbb{Z}_p \) for \( i = 0, \ldots, q-1 \). Notice that \( \mathcal{A} \) can efficiently calculate the
coefficients $\alpha_0, \ldots, \alpha_{q-1}$ from $f$.

Next, $\mathcal{A}$ computes

$$g'_2 = \prod_{i=0}^{q-1} B_{i}^{\alpha_{i}} = g_2^{\sum_{i=0}^{q-1} \alpha_{i} \gamma_{i}} = g_2^{f(\gamma)}, \quad w' = \prod_{i=1}^{q} B_{i}^{\alpha_{i}} = g_2^{f(\gamma)} = g_2^{\gamma}$$

and sets $g'_1 = \psi(g'_2)$. It now computes SDH pairs $(D_i, x_i)$ for $i = 1, \ldots, q - 1$. Therefore, let $f_i(\Gamma) = f(\Gamma)/(x_i + \Gamma) = \prod_{j=1, j \neq i}^{q-1} (x_j + \Gamma)$ be the polynomial $f_i$ and expand it to $f_i(\Gamma) = \sum_{j=0}^{q-2} \beta_j \gamma^j$. The values $\beta_j \in \mathbb{Z}_p$ for $j = 0, \ldots, q - 2$ can be efficiently calculated from $x_i$ where $l \neq i$ and $l = 1, \ldots, q - 1$. The elements $D_i$ for $i = 1, \ldots, q - 1$ of the SDH pairs are set to $D_i := (g'_1)^{\frac{1}{\gamma}} = \psi(E_i)$, where $E_i = \prod_{j=0}^{q-2} B^{\beta_j} = g_2^\sum_{j=0}^{q-2} \beta_j \gamma^j = g_2^{f_i(\gamma)/(x_i + \gamma)} = (g'_2)^{\frac{1}{\gamma}}$. Notice that we may assume that $f(\Gamma) \neq 0$. Otherwise $-x_i = \gamma$ for some $i$. This means $\mathcal{A}$ successfully obtained the secret key $\gamma$. Since $x_i \in \mathbb{Z}_p$, this only happens with negligible probability. The computed pairs $(D_i, x_i)$ are valid SDH pairs such that $e(D_i, w g_2^{x_i}) = e(g'_1, g'_2)$. $\mathcal{A}$ has now generated $g'_1$, $g'_2$, $w = g_2^{\tilde{\gamma}}$ and the SDH pairs $(D_i, x_i)$ for $i = 1, \ldots, q - 1$.

Next, $\mathcal{A}$ computes $u_0$, which will help solving the given q-SDH problem. Therefore, it chooses $x^*, v^*, r^* \in \mathbb{Z}_p$, computes

$$u_0 = ((w g_2^{x^*})^{r^*}/g'_2)^{1/v^*} = g_2^{i(x^* + \gamma r^*)}$$

and sets $u_i = u_0^{\mu_i}$ where $\mu_i \in \mathbb{Z}_p$ for $i = 1, \ldots, L$. $\mathcal{A}$ initializes forger $\mathcal{F}_1$ with the public key $pk := (g'_1, g'_2, u_0, u_1, \ldots, u_L, w, L, G_1, G_2, G_T, p, \psi, e)$. Notice, in the following we will use $h_0 = g_i^{1/(x^* + \gamma r^*)}$ for $i = 1, \ldots, L$. Further, notice that the values $x^*, v^*$ and $r^*$ will also be used to answer one of the $q$ signature queries.

**Signing:** Let $M_i = m_{i,1}, \ldots, m_{i,L}$ be the message block of the $i$-th query. $\mathcal{A}$ sets $t_i = m_{i,1} \mu_1 + \ldots + m_{i,L} \mu_L$ after getting a signature query for message block $M_i$. Adversary $\mathcal{A}$ has to answer $q$ signature queries but has only $q - 1$ valid SDH pairs $(D_i, x_i)$. Therefore $\mathcal{A}$ determines up front uniformly at random one of the $q$ signature queries of $\mathcal{F}_1$. We denote this query with $i^*$. Query $i^*$ is answered by $\mathcal{A}$ through computing $A^* = g_i^{r^*}$ and choosing $s^* \in \mathbb{Z}_p$ such that $r^* = s^* + t^* \mod p$, where $t^* = m_{i,1} \mu_1 + \ldots + m_{i,L} \mu_L \mod p$. Then it returns $\sigma^* := (A^*, x^*, s^*)$ as the signature. Let us show that this is a valid signature, i.e. Verify$(pk, M^*, \sigma^*) = 1$ where $M^* = m^*_1, \ldots, m^*_L$. For this we
show that \(e(A^*, g_2^{x^*}) = e(A^*, w^r) \cdot e(h_0^{-s^*} \cdot h_1^{-m^*_1} \cdots h_L^{-m^*_L}, g_2) = e(g_1^i, g_2^j) \) holds.

\[
e(A^*, g_2^{x^*}) = e(A^*, g_2^{x^*}) \cdot e(g_1^{(\frac{(x^*+\gamma)^{s^*+1}}{x^*+\gamma} - 1)}, g_2)
\]

\[
e(g_1^{r^*(x^*+\gamma)+1}, g_2)
\]

Observe that the element \(A\) is a random element in \(G_1\) and \(x^*, s^*\) are random elements in \(\mathbb{Z}_p\) as in the real signature scheme (resp. game).

For the other \(q - 1\) queries let \(i\) denote the current query. \(A\) chooses \(s_i \leftarrow \mathbb{Z}_p\) and computes \(v_i = s_i + t_i \mod p\), where \(t_i = m_{i,1} \mu_1 + \ldots + m_{i,L} \mu_L \mod p\).

Notice that \(h_0^{v_i} = h_0^{s_i} \cdot h_1^{m^*_{i,1}} \cdots h_L^{m^*_{i,L}}, D_i = g_1^{r^{i-1}v_i} \) and \(h_j = h_0^{v_j} \) for \(j = 1, \ldots, L\). \(A\) computes the signature \(\sigma_i := (A_i, v_i, s_i)\) on \(M_i = m_{i,1}, \ldots, m_{i,L}\) as follows:

\[
A_i = (g_1^{r^{i-1}v_i}, h_1^{m^*_{i,1}}, \ldots, h_L^{m^*_{i,L}})^{\frac{1}{v_i}}
\]

\[
= g_1^{r^{i-1}v_i} \cdot h_1^{m^*_{i,1}} \cdots h_L^{m^*_{i,L}}
\]

\[
= D_i \cdot g_1^{r^{i-1}v_i} \cdot g_1^{(s^*+\gamma)r^* - v_i}
\]

\[
= D_i \cdot g_1^{r^{i-1}v_i} \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot D_i^{-v_i} \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot D_i^{-v_i} \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]

\[
= D_i \cdot g_1^{v_i (s^*+\gamma)r^*}
\]
Observe that the signature $\sigma_i := (A_i, x_i, s_i)$ on $M_i = m_{i1}, \ldots, m_{iL}$ is valid, i.e. $\text{Verify}(pk, M_i, \sigma_i) = 1$. Further, the elements are correctly distributed. This is true since, $\mathcal{A}$ chooses $s_i$ and $x_i$ uniformly at random from $\mathbb{Z}_p$ as in the real game.

**Processing the Forgery** Eventually $\mathcal{F}_1$ will output a forgery $\sigma' = (A', x', s')$ on message block $M'$. Since $\mathcal{F}_1$ only outputs Type 1 forgeries it holds that $x' \not\in \{x_1, \ldots, x_q\}$. This means we can get a new SDH pair from $\mathcal{F}_1$’s forgery as follows. Let $v' = s' + m_{i1}\mu_1 + \ldots + m_{iL}\mu_L \mod p$, then the following holds.

$$A'^{x' + \gamma} = g'_1 \cdot h_0^{v'}$$

$$A'^{x' + \gamma} = g'_1 \cdot r^{x'(s' + \gamma) - v'}$$

Which is equivalent to,

$$A' = g_1^{\frac{1}{x' + \gamma}} \cdot g_1^{\frac{r^{x'(s' + \gamma) - v'}}{v'(x' + \gamma)}}$$

$$= g_1^{\frac{1}{x' + \gamma}} \cdot g_1^{\frac{r^{x'(s' + \gamma) - v'}}{v'(x' + \gamma)}}$$

$$= g_1^{\frac{v' - v'}{v'(x' + \gamma)}} \cdot g'_1 \cdot r^{\frac{1}{x'(s' + \gamma)}}$$

$$\Leftrightarrow g_1^{\frac{1}{v'(x' + \gamma)}} = \left( A' g_1^{\frac{1}{x' + \gamma}} \right)^{\frac{1}{v' - v' - r^x v'(x' + \gamma)}}$$

$$g_1^{\frac{1}{x' + \gamma}} = \left( A' g_1^{\frac{1}{x' + \gamma}} \right)^{\frac{1}{v' - v' - r^x v'(x' + \gamma)}}$$

Adversary $\mathcal{A}$ can now output a solution to the given q-SDH instance using the new SDH pair $(D', x')$ where $D' := g'_1^{\frac{1}{x' + \gamma}}$. The technique that we will use in the following is originally presented in Lemma 3.2 of [6]. Notice that the following holds for $(D', x')$, $e(D', w g'_2) = e(D', g_2^{x' + \gamma}) = e(g_1^{\frac{x' + \gamma}{x' + \gamma}}, g'_2) = e(g'_1, g'_2)$. From $g'_1 = g_1^{f(\gamma)}$ we get that $D' = g'_1^{\frac{1}{x' + \gamma}} = g_1^{\frac{1}{x' + \gamma}}$. We rewrite the polynomial $f(\Gamma)$ as $f(\Gamma) = \chi(\Gamma)(x' + \Gamma) + c$ for some polynomial
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\[ \chi(\Gamma) = \sum_{i=0}^{q-2} \chi_i \Gamma^i \] and \( c \in \mathbb{Z}_p \). We rewrite \( f(\Gamma)/(x' + \Gamma) \) as

\[
\frac{f(\Gamma)}{(x' + \Gamma)} = \frac{c}{x' + \Gamma} + \sum_{i=0}^{q-2} \chi_i \Gamma^i
\]

and \( D' = g_1^{\frac{c}{\Gamma + \gamma} + \sum_{i=0}^{q-2} \chi_i \Gamma^i} \).

Then \( A \) computes \( A \) as follows,

\[
A = \left( D' \cdot \prod_{i=0}^{q-2} \psi(B_i)^{-\chi_i} \right)^{\frac{1}{\varepsilon}}
\]

\[
= \left( g_1^{\frac{c}{\Gamma + \gamma} + \sum_{i=0}^{q-2} \chi_i \Gamma^i} \cdot \prod_{i=0}^{q-2} g_1^{-\chi_i \Gamma^i} \right)^{\frac{1}{\varepsilon}}
\]

\[
= \left( g_1^{\frac{c}{\Gamma + \gamma} + \sum_{i=0}^{q-2} \chi_i \Gamma^i} \cdot g_1^{-\sum_{i=0}^{q-2} \chi_i \Gamma^i} \right)^{\frac{1}{\varepsilon}}
\]

\[
= g_1^{\frac{c}{\Gamma + \gamma}}
\]

Finally \( A \) returns \( (A, x') \) as his solution to the given q-SDH instance.

**Success probability** \( A \) perfectly simulates the Sig-forge\( _{F_1, \Pi_B}(\eta) \) game. Further, \( A \) succeeds in breaking the q-SDH Assumption for \( G \), whenever \( F_1 \) outputs a forgery. Hence, the success probability of \( A \) is \( \varepsilon_1 \). Its running time is \( t_1 + qO(1) \). Since, the q-SDH Assumption holds for \( G \), \( A \)'s success probability is negligible.

\[ \square \]

**Lemma 4.8.** Under the q-SDH Assumption, the success probability of forger \( F_2 \) in the Sig-forge\( _{F_2, \Pi_B}(\eta) \) game is negligible.

**Proof.** Let \( F_2 \) be the forger with success probability \( \varepsilon_2 \) in the Sig-forge\( _{F_2, \Pi_B}(\eta) \) game and running time \( t_2 \). We show that this contradicts the q-SDH Assumption for bilinear group generator \( G \). We construct an algorithm \( A \) that given a q-SDH instance \( (g_1, g_2, g_2^7, g_2^{7^2}, \ldots, g_2^{7^t}) \in G_1 \times G_2^{q+1} \), corresponding \((G_1, G_2, \mathcal{G}_T, p, \psi, e) \leftarrow \mathcal{G}(1^n)\) and access to \( F_2 \) will output a valid SDH pair \((A, x')\) such that \( A = g_1^{x'}, A \in G_1 \) and \( x' \in \mathbb{Z}_p \).

**Key Generation:** \( A \) works as in Lemma 4.7

**Signing:** \( A \) answers the signature queries of \( F_2 \) as in Lemma 4.7.

**Processing the Forgery** Eventually \( F_2 \) will output a forgery \( \sigma' = (A', x', s') \) on message block \( M' \). Since \( F_2 \) only outputs Type 2 forgeries it holds that
success probability $A'$ succeeds in breaking the q-SDH Assumption only if $F_2$ outputs a forgery and $A'$ does not output failure. Let us call the latter event failure. If $A'$ does not output failure, then it perfectly simulates the
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Sig-forge_{F_2, \Pi_B}(\eta) game. Therefore, we get the following success probability.

\[
\varepsilon_A := \Pr[\mathcal{A} \text{ succeeds}] = \Pr[\mathcal{A} \text{ succeeds} | \text{failure}] \cdot \Pr[\text{failure}]
+ \Pr[\mathcal{A} \text{ succeeds} | \text{success}] \cdot \Pr[\text{success}]
= \Pr[\mathcal{A} \text{ succeeds} | \text{failure}] \cdot \Pr[\text{failure}]
= \varepsilon_2 \cdot \frac{1}{q}
\]

Hence, the success probability \(\varepsilon_A\) of \(\mathcal{A}\) is \(\varepsilon_2 / q\). Its running time is \(t_2 + qO(1)\).

Since, the q-SDH Assumption holds for bilinear group generator \(G\), \(\varepsilon_A\) is negligible.

\[\Box\]

**Lemma 4.9.** Under the q-SDH Assumption, the success probability of forger \(F_3\) in the Sig-forge_{F_2, \Pi_B}(\eta) game is negligible.

**Proof.** First assume that the success probability of \(F_3\) is \(\varepsilon_3\) in the Sig-forge_{F_2, \Pi_B}(\eta) game and its running time is \(t_3\). We construct an algorithm \(\mathcal{A}\) that solves the discrete logarithm problem in \(G_1\). Let \((G_1, G_2, G_T, p, \psi, e) \leftarrow G(1^n)\).

**Key Generation:** \(\mathcal{A}\) generates the key for \(F_3\) as follows:

1. \(\mathcal{A}\) chooses \(u_i \leftarrow \mathbb{Z}_p\) for \(i = 0, \ldots, L\).
2. Chooses \(\gamma \leftarrow \mathbb{Z}_p\) and sets \(w := g_2^\gamma\)
3. Sets his secret key \(sk := \gamma\) and initializes \(F_3\) with public key
\[
\text{pk} := (g_1, g_2, u_0, \ldots, u_L, w, L, G_1, G_2, G_T, p, \psi, e)
\]

**Signing:** \(\mathcal{A}\) answers the signature queries of \(F_3\) as follows. Let \(M_i = m_{i,1}, \ldots, m_{i,L}\) be the message block of the i-th query.

1. Chooses \(x_i \leftarrow \mathbb{Z}_p\) and \(s_i \leftarrow \mathbb{Z}_p\)
2. Sets \(h_i := \psi(u_i)\) for \(i = 0, \ldots, L\).
3. Sets \(A_i := (g_1 \cdot h_0^{s_i} \cdot h_1^{m_{i,1}} \cdot \ldots \cdot h_L^{m_{i,L}})^{\frac{x_i}{\psi}}\)
4. Outputs \(\sigma_i := (A_i, x_i, s_i)\)

**Processing the Forgery** Eventually \(F_3\) will output a forgery \(\sigma' = (A', x', s')\) on message block \(M'\). Since \(F_3\) only outputs Type 3 forgeries it holds that \(x' \in \{x_1, \ldots, x_q\}\) (\(x' = x_k\) for some \(k \in \{1, \ldots, q\}\)) and \(A' = A_k\). Since
forgery \( \sigma' = (A', x', s') \) on message block \( M' \) is valid, we know from the verification check that the following holds:

\[
e(A^{x'+\gamma} \cdot h_0^{-s'} \cdot h_1^{-m_1'} \cdot h_2^{-m_2'} \ldots \cdot h_L^{-m_L'}, g_2) = e(g_1^i, g_2^j) \iff A^{x'+\gamma} \cdot h_0^{-s'} \cdot h_1^{-m_1'} \cdot h_2^{-m_2'} \ldots \cdot h_L^{-m_L'} = g_1^i
\]

\[
h_0^s' \cdot h_1^{m_1'} \cdot h_2^{m_2'} \ldots \cdot h_L^{m_L'} = A^{x'+\gamma} \cdot g_1^{i-1}
\]

The same holds for \( \sigma_k = (A_k, x_k, s_k) \) and \( M_k = m_{k,1}, \ldots, m_{k,L} \). Since \( x' = x_k \) and \( A' = A_k \) it holds that \( A^{x'+\gamma} \cdot g_1^{i-1} = A_k^{x'+\gamma} \cdot g_1^{i-1} \). Therefore, the following equality \( h_0^{s'} \cdot h_1^{m_1'} \cdot h_2^{m_2'} \ldots \cdot h_L^{m_L'} = h_0^{s} \cdot h_1^{m_{k,1}} \cdot h_2^{m_{k,2}} \ldots \cdot h_L^{m_{k,L}} \) holds. Let \( h_i = h_0^{\mu_i} \) for \( i = 1, \ldots, L \).

Notice that \( M' \neq M_k \) holds. Let us assume the contrary holds. If \( M' = M_k \), \( x' = x_k \) and \( A' = A_k \) it has to hold that \( s' \neq s_k \). This is true since \( \mathcal{F}_3 \) is not allowed to output a forgery \( \sigma' \) on a message \( M' \) where \( (M', \sigma') \in Q \). Notice \( Q \) is the set of tuples containing the queries made by \( \mathcal{F}_3 \) and the corresponding answers (signatures). But if \( M' = M_k \), \( x' = x_k \) and \( A' = A_k \) holds, then \( s' \) is fixed and has to be equal to \( s \). As a result we get that \( (M', \sigma') = (M_k, \sigma_k) \) and therefore \( (M', \sigma') \in Q \).

With this said we have that \( M' \neq M_k \). Thus, for \( j = 1, \ldots, L \) where \( m_{k,j} - m'_j \neq 0 \mod p \) we get the following.

\[
0 = s' + m_1' \mu_1 + \ldots + m_L' \mu_L - (s_k + m_{k,1} \mu_1 + \ldots + m_{k,L} \mu_L) \iff
\mu_j (m_{k,j} - m'_j) = s' - s_k + \mu_1 (m'_1 - m_{k,1}) + \ldots + \mu_{j-1} (m'_{j-1} - m_{k,j-1}) + \mu_{j+1} (m'_{j+1} - m_{k,j+1}) + \ldots + \mu_L (m'_{L} - m_{k,L}) \iff
\mu_j = \frac{s' - s_k + \mu_1 (m'_1 - m_{k,1}) + \ldots + \mu_{j-1} (m'_{j-1} - m_{k,j-1})}{m_{k,j} - m'_j} + \mu_{j+1} (m'_{j+1} - m_{k,j+1}) + \ldots + \mu_L (m'_{L} - m_{k,L})}{m_{k,j} - m'_j}
\]

This is the discrete logarithm of \( h_j \) to base \( h_0 (\log_{h_0} (h_j)) \).

**Success probability** First, observe that the signature queries are answered by \( \mathcal{A} \) as in the real game. Therefore \( \mathcal{A} \)’s simulation is perfect. Further, \( \mathcal{A} \) succeeds in solving the discrete logarithm problem in \( G_1 \), if \( \mathcal{F}_3 \) outputs a forgery. Hence, the success probability of \( \mathcal{A} \) is \( \varepsilon_3 \). Its running time is \( t_3 + q\mathcal{O}(1) \). Since, the discrete logarithm problem is assumed to be hard in \( G_1 \) the success probability of \( \mathcal{A} \) is negligible, where \( G_1 \) is an output of the bilinear group generator \( G \).
Theorem 4.10. Under the q-SDH Assumption for bilinear group generator \( G \), the BBS-B signature scheme is secure against existential forgery under an adaptive chosen-message attack.

Proof. Using Lemma 4.7, Lemma 4.8 and Lemma 4.9 we can conclude that if forger \( F \) outputs a forgery for our signature scheme BBS-B in time \( t \) with probability \( \varepsilon_F \), then the q-SDH Assumption for \( G \) can be broken in time \( t + qO(1) \) with probability at least \( \varepsilon/3q \). \( \square \)

4.2.2 Signature Length

A signature of the BBS-A (Definition 4.1) and BBS-B (Definition 4.4) scheme comprise one element of \( G_1 \) and two elements of \( \mathbb{Z}_p \). Following the parameters of Boneh et al. [9, 8] one can take \( p \) to be a 170-bit prime and use a group \( G_1 \), where each group element can be represented by 171 bits. Hence, the total signature length is 511 bits or around 64 bytes. As mentioned in [8] using this parameters, the security is approximately the same as a standard 1024-bit (128 bytes) RSA signature.

In comparison, the signature scheme presented by Boneh et al. [8] achieves a total signature length of 1533 bits or around 192 bytes in the same group setting. More interesting is the comparison with the signature schemes of Camenisch and Lysyanskaya [15] since the schemes are also used to design an anonymous credential system. Their total signature length of the signature scheme for blocks of messages is linear to the size of the blocks. Let the size of a block be \( B \) and let us also use a group, where each group element can be represented by 171 bits. Then we get a total signature length of \( 513 + B \cdot 342 \) bits or about \( 64 + B \cdot 43 \) bytes. Their basic signature scheme has a total signature length of about 919 bits or 115 bytes.

Further the signature schemes of Camenisch and Lysyanskaya [15] are presented in a setting where \( G_1 = G_2 \) whereas our signature schemes are presented for the more general case where \( G_1 \neq G_2 \) is allowed.

With long-term security and an efficient implementation in mind, following Barreto and Naehrig [3], one can take an embedding degree of 12. Using the same group setup for \( G_1 \) with a 171 bits representation, we achieve for our signature schemes a security that is approximately the same as a 2048-bit RSA signature. As mentioned before, the signature schemes as presented in [15] are defined for the setting where \( G_1 = G_2 \). Following Joye and Neven [33, Chapter 2] the maximum possible embedding degree for this setting is 6. Therefore, to achieve higher security levels for the signature schemes of [15], one have to increase the underlying prime. Thus further increasing the total signature length.
5 Protocols for the Signature Schemes

The signature schemes, presented in the previous Chapter 4, are suitable for the design of efficient protocols. Regarding the design of our anonymous credential system, let us make clear that the protocols are a crucial part for any transaction in our system. The first efficient protocol in this chapter will be a protocol for obtaining a signature on a committed value. A user who has formed a pseudonym (resp. commitment) with an organization, asks this organization to grant him a credential for his pseudonym. In the process the user has to prove that he possesses (resp. knows) the identity behind the pseudonym (resp. the committed value). Another essential transaction of an anonymous credential system is the demonstration of a credential to another party. A party is either an organization or verifier. Whereas, the latter one does not grant credentials. However a verifier can be a subscription-based service provider, which requires a credential of a specific organization. Therefore, we will present a protocol for proving the knowledge of a signature on a committed value. In other terms, a user proves to the verifier (resp. organization) that he owns a valid credential of an organization. In detail, we will construct the protocol using two other protocols. Namely a protocol for proving knowledge of a signature and a protocol for proving knowledge of a committed value.

5.1 A Protocol for Signing a Committed Value

A user of our anonymous credential system forms a commitment representing his pseudonym. Now, we need a way to issue a credential (resp. signature) on the committed value. A protocol for signing a committed value for the BBS-B signature scheme will be presented in this section.

In anonymous credential systems the credentials are granted by organizations. The following protocol follows the specification presented in Section 3.3. In the following, we will refer to an organization as the signer. The protocol will be used in a transaction of our anonymous credential system to grant a credentials for an established pseudonym. In detail, it will be used in the $GrantCred(U, N_O, O)$ transaction between a user $U$ and organization $O$, where $N_O$ is an established pseudonym (resp. commitment) of $U$ with $O$.

**Protocol 5.1.** Let $\Pi_B = (\text{Gen}, \text{Sign}, \text{Verify})$ be the secure signature scheme of Definition 4.4 (BBS-B), $C^L = (\text{Gen}_C, \text{Commit})$ the commitment scheme of Defin-
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Section 2.10 and let the zero-knowledge proof of knowledge be the one obtained from Protocol 2.25 with the technique by Damgård [24]. Further, let pk = \((g_1, g_2, u_0, u_1, \ldots, u_L, w, L, G_1, G_2, G_T, p, \psi, e)\), sk := \(\gamma\) the public and secret key of \(\Pi_B\), where (pk, sk) \(\leftarrow\) Gen(1\(^n\)) and the commitment public key be \(pk_C = (u_0, \ldots, u_L, G_1, G_2, G_T, p, \psi, e)\), where \(pk_C\) is part of pk. Let \(h_i := \psi(u_i)\) for \(i = 0, \ldots, L\). The protocol for signing a committed value is defined as follows.

**Common Input** The public key \(pk = (g_1, g_2, u_0, \ldots, u_L, w, L, G_1, G_2, G_T, p, \psi, e)\) and a commitment \(C\).

**User’s private Input** Values \(s', m_1, \ldots, m_L \in \mathbb{Z}_p\) such that \(C = h_0^{s'} \cdot h_1^m_1 \cdot \ldots \cdot h_L^m_L = \text{Commit}(pk_C, (m_1, \ldots, m_L), s')\).

**Signer’s private Input** Secret key \(sk = \gamma\).

**Protocol** The user gives a ZKPK of the opening of the commitment

\[
\text{ZKPK}\left\{ (s', m_1, \ldots, m_L) : C = h_0^{s'} \cdot h_1^m_1 \cdot \ldots \cdot h_L^m_L \right\}
\]

If the signer accepts the ZKPK, then it executes the following steps. Otherwise it aborts.

1. Chooses \(x \leftarrow \mathbb{Z}_p\) and \(s'' \leftarrow \mathbb{Z}_p\)
2. \(A = (g_1 \cdot h_0^{s''} \cdot C)^{\frac{1}{x+\gamma}}\)
3. Sends \((A, x, s'')\) to the user

The user sets \(s = s' + s'' \mod p\) and sets the signature \(\sigma\) on the block of messages \(M = (m_1, \ldots, m_L)\) to \(\sigma := (A, x, s)\).

In the setting of an anonymous credential system the resulting signature \(\sigma\) is called a credential. The credential is not published and only known to the user participating in the protocol.

Let us show that the output of the user is a correct signature on the block of messages of length \(L\) under the secret key \(sk\).

**Theorem 5.2.** Protocol 5.1 for signing a committed value is correct.

**Proof.** Let us show that, for every key pair (pk, sk) \(\leftarrow\) Gen(1\(^n\)) and values \(m_1, \ldots, m_L, s' \in \mathbb{Z}_p\), such that \(C = h_0^{s'} \cdot h_1^m_1 \cdot \ldots \cdot h_L^m_L\), Verify(pk, M, \(\sigma\)) of scheme \(\Pi_B\) outputs 1 after an execution of the Protocol 5.1 with \(\sigma = (A, x, s)\) as the user’s output. For \(\sigma = (A, x, s)\) it holds that \(A = (g_1 \cdot h_0^{s''} \cdot C)^{\frac{1}{x+\gamma}}\), \(A \in G_1\), \(x \in \mathbb{Z}_p\) and
\(s = s' + s'' \mod p\). For the check of \(\text{Verify}(pk, M, \sigma)\) we get the following:

\[
e(A, g_2)^x \cdot e(A, w) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdots \cdot h_L^{-m_L}, g_2)
\]
\[
\Leftrightarrow e(A, g_2^x) \cdot e(A, g_2^y) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdots \cdot h_L^{-m_L}, g_2)
\]
\[
\Leftrightarrow e(A, g_2^{x+y}) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdots \cdot h_L^{-m_L}, g_2)
\]
\[
\Leftrightarrow e(g_1 \cdot h_0^{-s'}, C)^{x+y} \cdot h_0^{-s} \cdot h_1^{-m_1} \cdots \cdot h_L^{-m_L}, g_2)
\]
\[
\Leftrightarrow e(g_1 \cdot h_0^{-s'} \cdot h_1^{m_1} \cdots \cdot h_L^{m_L} \cdot h_0^{-s''} \cdot h_1^{-m_1} \cdots \cdot h_L^{-m_L}, g_2)
\]
\[
\Leftrightarrow e(g_1, g_2)
\]

Hence, \(\text{Verify}(pk, M, \sigma)\) outputs 1.

**Theorem 5.3.** Protocol 5.1 is a secure two-party protocol in terms of Definition 3.8 for signing a committed value.

**Proof.** First, notice that Protocol 5.1 follows the functional specification of Definition 3.7. We will prove the security of the protocol for signing a committed value according to Definition 3.8. Following Definition 3.8 the proof will be split into two parts. First we look at the security for the signer and then at the security for the user. Protocol 5.1 is constructed using the signature scheme BBS-B of Definition 4.4, the commitment scheme of Definition 2.10 and the ZKPK obtained from Protocol 2.25 with the standard technique by Damgård [24]. In the following let \((pk, sk) \leftarrow \text{Gen}(1^n)\). Let us first prove the security for the signer in Protocol 5.1.

**Security for the signer** Since the protocol uses a ZKPK to prove the knowledge of the opening of the commitment, there is an extractor that can extract the opening (respectively committed value). Let us call the extractor \(\mathcal{E}\). \(\mathcal{E}\) is now given single oracle access to \(\text{Sign}(pk, sk, \cdot)\) of the signature scheme BBS-B from Definition 4.4. Let \(U\) be a user participating in Protocol 5.1. Let \(m_1, \ldots, m_L, s' \in \mathbb{Z}_p\) be \(U\)'s private input, such that \(C = h_0^{s'} \cdot h_1^{m_1} \cdots \cdot h_L^{m_L}\). Then, the extractor \(\mathcal{E}\) with black-box access to \(U\) \((\mathcal{E}^{\text{Sign}(pk, sk, \cdot)}(1^n) \Rightarrow U_{\mathcal{E}}(pk))\) can extract the values \(s', m_1, \ldots, m_L\) of the commitment \(C = h_0^{s'} \cdot h_1^{m_1} \cdots \cdot h_L^{m_L}\). Next \(\mathcal{E}\) queries his oracle as \(\text{Sign}(pk, sk, M)\), where \(M = m_1, \ldots, m_L\). The output \(\sigma' = (A, x, r)\) of the oracle is a valid signature under the signatures secret key \(sk\). Since the oracle works as the signing algorithm of Definition 4.4, we have that \(x, r \leftarrow \mathbb{Z}_p, A = (g_1 \cdot h_0 \cdot h_1^{m_1} \cdots \cdot h_L^{m_L})^{x+y}\) and \(e(A, g_2)^x \cdot e(A, w) \cdot e(h_0^{-r} \cdot h_1^{-m_1} \cdots \cdot h_L^{-m_L}, g_2) = e(g_1, g_2)\) holds. The extractor \(\mathcal{E}\) sets \(s'' = r - s' \mod p\) and outputs \((A, x, s'')\) to \(U\). The last step of the protocol is that \(U\) sets \(s = s' + s'' = s' + r - s' = r \mod p\). Since \(r\) is the output of the oracle it holds that \(r \leftarrow \mathbb{Z}_p\). This implies that \(s\) is uniformly distributed in \(\mathbb{Z}_p\). Observe, since \(s = r\) it directly holds that \(\text{Verify}(pk, M, (A, x, s)) = 1\), i.e. \((A, x, s)\) is a valid signature on \(M\) under the secret key \(sk\).
Let us now show that in the protocol $E^{1}_{SSIGN}(pk, sk, \cdot)\xrightarrow{} U_\eta(pk)$ the tuples $(A, x, s)$ and $(A, x, s')$ are distributed as in the real protocol $O(sk) \leftrightarrow U_\eta(pk)$. In the real protocol, $U$ interacts with the signer $O$ and sets $s = s' + s'' \mod p$. For correctly generated commitment $C$ it holds that $s'$ was chosen uniformly at random from $\mathbb{Z}_p$. Furthermore, $E$'s output values $A, x$ and $s''$ are distributed as in the real protocol since they are the output of the oracle $\text{Sign}(pk, sk, \cdot)$. In conclusion, a user $U$ cannot distinguish between the interaction with $E$ and the real protocol with $O$. Due to the fact that the ZKPK remains zero-knowledge under sequential composition, this is true even if we consider sequentially composed signer protocols.

**Security for the user** Since the commitment scheme $C^L$ is perfectly hiding, the signer learns nothing from the correctly generated commitment $C = h_0^{s'} \cdot h_1^{m_1} \cdots h_L^{m_L} = \text{Commit}(pk_C, (m_1, \ldots, m_L), s')$. We assume that $s'$ was chosen uniformly at random from $\mathbb{Z}_p$. Otherwise the user’s commitment was not correctly generated. The only other step, where the user’s private input $m_1, \ldots, m_L, s' \in \mathbb{Z}_p$ is involved, is the ZKPK. Consequently, an adversarial signer has to gain knowledge about the user’s private input through the ZKPK. With that said, assume there is an ppt adversary $A$ such that for $X_1 = (m_{1,1}, \ldots, m_{1,L}) \in \mathbb{Z}_p^L$, $X_2 = (m_{2,1}, \ldots, m_{2,L}) \in \mathbb{Z}_p^L$ and for $pk \in \text{Gen}(1^n)$ ($pk$ is known to everyone),

$$\Pr[s_1' \leftarrow \mathbb{Z}_p, b \leftarrow (A \leftrightarrow U(X_1, s'_1)) : b = 1] - \Pr[s_2' \leftarrow \mathbb{Z}_p, b \leftarrow (A \leftrightarrow U(X_2, s'_2)) : b = 1] = \nu(\eta)$$

is not a negligible function in $\eta$. Notice that ZKPK protocols are also protocols with witness indistinguishability. But $A$ is able to distinguish the witnesses $(X_1, s'_1)$ and $(X_2, s'_2)$. This contradicts the zero-knowledge property of the used protocol. Thus, $\nu(\eta)$ is negligible in $\eta$. In conclusion, the only thing that an adversary learns by interacting with $U$ is the commitment $C$.

**5.1.1 Efficiency**

We analyze the total communicated data of Protocol 5.1, using the same group setup as in 4.2.2. Notice, we will analyze the sub-protocol as the HVZK protocol presented in Protocol 2.25. Thus, we ignore the constant overhead related
to the transformation to a zero-knowledge proof of knowledge with the standard technique by Damgård [24]. Hence, in Protocol 2.25 there are $341 + L \cdot 170$ bits exchanged. The additional communicated data in Protocol 5.1 is that the signer sends $(A, x, s') \in G_1 \times \mathbb{Z}_p^L$ to the user or 511 bits. In total, the communicated data is $852 + L \cdot 170$ bits or around $107 + L \cdot 22$ bytes.

In the next two sections, we want to present a protocol for proving knowledge of a signature on a committed value. This protocol will be used, by a user in our anonymous credential system, to proof the possession of a credential of a specific organization to another organization, who knows the user under a different pseudonym than the issuing organization. Where the protocol ensures that the credential was issued to the user that formed both pseudonyms. The protocol itself will be a combination of the protocol for proving knowledge of a committed value (Protocol 2.25) and the next protocol.

### 5.2 A Protocol for Proving Knowledge of a Signature

The protocol presented in this section proves the possession of a valid signature on a block of messages from the BBS-B signature scheme (Definition 4.4). The protocol can also be used for the BBS-A signature scheme of Definition 4.1. The protocol for BBS-B is later used as a part of the protocol for proving knowledge of a signature on a committed value in Section 5.3. The protocol is also of interest to design other systems than anonymous credential systems. A basic form of the protocol is originally presented in [8] and is extended in [5]. Where in the latter one it is used in the design of a reputation system. We will extend the basic protocol such that it suits our needs for a block signature. This variation of the protocol is also mentioned in [8]. A more efficient variant of the protocol will be presented in Section 6.3.2. Let us give the formal definition of the protocol in the following.

**Protocol 5.4.** Let $G$ be a bilinear group generator and $(G_1, G_2, G_T, p, \psi, e) \leftarrow G(1^\nu)$. Let $g_1$ be a generator of $G_1$ and $g_2$ a generator of $G_2$ such that $g_1 = \psi(g_2)$. Further, let $\Pi_B = (Gen, Sign, Verify)$ be the secure signature scheme of Definition 4.4 (BBS-B) and $(pk, sk) \leftarrow Gen(1^\nu)$, where $pk := (g_1, g_2, u_0, \ldots, u_L, w)$. The protocol proves the possession of the elements $\sigma = (A, x, s) \in G_1 \times \mathbb{Z}_p^L$ and $m_1, \ldots, m_L \in \mathbb{Z}_p^L$ such that $\text{Verify}(pk, (m_1, \ldots, m_L), \sigma) = 1$. The value $A$ is uniquely determined by $A = (g_1 \cdot h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L})^x \gamma$, where the value $\gamma \in \mathbb{Z}_p$ is secret and not known to the prover. Following the verification check of $\text{Verify}(pk, (m_1, \ldots, m_L), \sigma)$, it holds that $e(A, g_2)^x = \phi(A, w) \cdot e(h_0^{-s}, h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) = e(g_1, g_2)$. Notice that we exclude the run of the bilinear group generator from $Gen$. In our anonymous credential system we will rely on a separate initialization algorithm using a bilinear group generator $G$ for the setup of $(G_1, G_2, G_T, p, \psi, e)$.
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e). The formal outline of the protocol for proving knowledge of a signature on a block of messages is defined as follows.

**Common Input** The signature public key \( pk = (g_1, g_2, u_0, \ldots, u_L, w) \) and \( (\mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e) \). Additional public values are \( g_1, h_0, \ldots, h_L, u, v, z \in \mathbb{G}_1, g_2, w \in \mathbb{G}_2 \) and \( L \), where \( L \) has polynomial length in \( \eta \), \( g_2, u_0, \ldots, u_L \leftarrow \mathbb{G}_2, u, v, z \leftarrow \mathbb{G}_1 \), \( h_i = \psi(u_i) \) for \( i = 0, \ldots, L \), \( w = g_2^\eta \) and \( g_1 = \psi(g_2) \)

**User’s private Input** Values \( A \in \mathbb{G}_1 \) and \( x, s, m_1, \ldots, m_L \in \mathbb{Z}_p \) where \( \sigma = (A, x, s) \) such that \( \text{Verify}(pk, (m_1, \ldots, m_L), \sigma) = 1 \)

**Protocol**

1. Prover \( P \) selects exponents \( \alpha, \beta \leftarrow \mathbb{Z}_p \) and computes a Linear Encryption
   \[
   T_1 := u^\alpha \quad T_2 := v^\beta \quad T_3 := A^{\alpha+\beta}
   \]

   \( P \) also computes two helper values:
   \[
   \delta_1 := x\alpha \quad \delta_2 := x\beta
   \]

   \( P \) and \( V \) then undertake a proof of knowledge of values \( (\alpha, \beta, x, s, m_1, \ldots, m_L, \delta_1, \delta_2) \).

2. \( P \) chooses blinding values \( r_\alpha, r_\beta, r_x, r_s, r_{m_1}, \ldots, r_{m_L}, r_{\delta_1}, r_{\delta_2} \leftarrow \mathbb{Z}_p \) and computes:
   \[
   R_3 := e(T_3, g_2)^{r_x} \cdot e(z, w)^{-r_\alpha-r_\beta} \cdot e(z, g_2)^{-r_{\delta_1}} \cdot e(h_0, g_2)^{-r_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-r_{m_i}}
   \]

   \[
   R_1 := u^{r_\alpha} \quad R_2 := v^{r_\beta} \quad R_4 := T_1^{r_x} \cdot u^{-r_{\delta_1}} \quad R_5 := T_2^{r_x} \cdot v^{-r_{\delta_2}}
   \]

   and sends \((T_1, T_2, T_3, R_1, R_2, R_3, R_4, R_5)\) to \( V \).

3. \( V \) chooses \( c \leftarrow \mathbb{Z}_p \) and sends it to \( P \).

4. \( P \) computes and sends back to \( V \):
   \[
   s_\alpha = r_\alpha + c \cdot \alpha \quad s_\beta = r_\beta + c \cdot \beta \\
   s_{\delta_1} = r_{\delta_1} + c \cdot \delta_1 \quad s_{\delta_2} = r_{\delta_2} + c \cdot \delta_2 \\
   s_x = r_x + c \cdot x \quad s_{m_i} = r_{m_i} + c \cdot m_i \text{, for } i = 1, \ldots L \\
   s_s = r_s + c \cdot s
   \]
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5. V verifies that the following holds:

\[ R_1 = u^{s_1} \cdot T_1^{-c} \]  
\[ R_2 = v^{s_2} \cdot T_2^{-c} \]  
\[ R_3 = e(T_3, g_2)^{s_3} \cdot e(z, w)^{-s_\alpha - s_\beta} \cdot e(z, g_2)^{-s_\delta_1 - s_\delta_2} \cdot e(h_0, g_2)^{-s_\epsilon} \]  
\[ R_4 = T_1^{s_1} \cdot u^{-s_1} \]  
\[ R_5 = T_2^{s_2} \cdot v^{-s_2} \]  

6. V accepts if all checks are satisfied.

**Theorem 5.5.** Protocol 5.4 is a $\Sigma$-protocol for proving knowledge of the values $(\alpha, \beta, x, s, m_1, \ldots, m_L, \delta_1, \delta_2)$ such that

\[ T_1 = u^{\alpha} \land T_2 = v^{\beta} \land \frac{e(T_3, w)}{e(g_1, g_2)} = e(T_3, g_2)^{-x} \cdot e(z, g_2)^{s_1 + s_2} \cdot e(h_0, g_2)^{s_1} \cdot e(h_1, g_2)^{s_2} \cdot e(h_1, g_2)^{s_1} \cdot e(h_1, g_2)^{s_2} \cdot \cdots \cdot e(h_L, g_2)^{s_L} \cdot T_1^x = u^{\delta_1} \land T_2^x = v^{\delta_2} \]

**Proof.** The theorem follows from the three-round form of the presented protocol, the completeness (Lemma 5.6), SHVZK property (Lemma 5.7) and special soundness property (Lemma 5.8).

First we show that the protocol is complete; second, the protocol is a special honest-verifier zero-knowledge protocol; and third, the protocol satisfies the special soundness property.

**Lemma 5.6.** Protocol 5.4 is complete.

**Proof.** Assume $P$ is a honest prover in possession of $(A, x, s, m_1, \ldots, m_L)$, this means $A^{x+\gamma} \cdot h_0^{s} \cdot h_1^{s_1} \cdot \cdots \cdot h_L^{s_L} = g_1$. $P$ follows the specified steps of the protocol and therefore we get the following for the verification equations:

\[ u^{s_1} \cdot T_1^{-c} = u^{\alpha + cz} \cdot u^{-\alpha z} = u^{\alpha z} = R_1 \]  
\[ v^{s_2} \cdot T_2^{-c} = v^{\beta + cz} \cdot v^{-\beta z} = v^{\beta z} = R_2 \]  
\[ T_1^{s_1} \cdot u^{-s_1} = u^{\alpha(z + cz)} \cdot u^{-r_1 - cz} = T_1^{s_1} \cdot u^{-r_1} = R_4 \]  
\[ T_2^{s_2} \cdot v^{-s_2} = v^{\beta(z + cz)} \cdot v^{-r_2 - cz} = T_2^{s_2} \cdot v^{-r_2} = R_5 \]
For $R_3$ we get the following:

$$\begin{align*}
e(T_3, g_2)^{s_1} \cdot e(z, w)^{-s_1} \cdot e(z, g_2)^{-s_2} \cdot e(h_0, g_2)^{-s_3} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-s_{m_i}} \cdot (e(T_3, w) c)^{e} \\
e(T_3, g_2)^{r_2^\alpha - c_\alpha} \cdot e(z, w)^{-r_2^\alpha - c_\alpha} \cdot e(z, g_2)^{-c_\beta} \cdot e(h_0, g_2)^{-c_\alpha} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \\
e(T_3, g_2)^{c} \cdot e(z, w)^{-c_\alpha} \cdot e(z, g_2)^{-c_{\beta} - c_{\alpha}} \cdot e(h_0, g_2)^{-c_\alpha} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_3 \\
e(A, g_2)^{c} \cdot e(z, w)^{-c_\alpha - c_\beta} \cdot e(h_0, g_2)^{-c_\alpha} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_3 \cdot \left(\frac{e(T_3, w) c}{e(g_1, g_2)^{c}}\right)^{e} \\
e(A, g_2)^{c} \cdot e(A, w)^{c} \cdot e(h_0, g_2)^{-c_\alpha} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_3 \cdot \left(\frac{1}{e(g_1, g_2)}\right)^{c} \\
e(A, g_2)^{c} \cdot e(A, g_2)^{c} \cdot e(h_0, g_2)^{-c_{\alpha} - c_{\beta}} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_3 \cdot \left(\frac{1}{e(g_1, g_2)}\right)^{c} \\
e(A, g_2)^{c} \cdot e(A, g_2)^{c} \cdot e(h_0, g_2)^{-c_{\alpha} - c_{\beta}} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_3 \cdot \left(\frac{1}{e(g_1, g_2)}\right)^{c} \\
e(R_3) \cdot \left(\frac{e(A, g_2)^{c} \cdot e(h_0, g_2)^{-c_{\alpha} - c_{\beta}} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_3}{e(g_1, g_2)}\right)^{c} \\
e(R_3) \cdot \left(\frac{e(g_1, g_2)}{e(g_1, g_2)}\right)^{c} \\
e(R_3)
\end{align*}$$

All verification equations are satisfied. Therefore, verifier $V$ will always accept if prover $P$ is honest. \hfill $\square$

**Lemma 5.7.** Protocol 5.4 is a (computational) special honest-verifier zero-knowledge (SHVZK) protocol under the assumption that the Decision Linear Problem holds in $\mathbb{G}_1$.

**Proof.** We describe a simulator $S$ that outputs transcripts of Protocol 5.4. $S$ on input the public values of the protocol and a challenge $c' \in \mathbb{Z}_p$, chooses $s', m'_1, \ldots, m'_L, \alpha', \beta' \leftarrow \mathbb{Z}_p$, $A' \leftarrow \mathbb{G}_1$ and sets:

$$\begin{align*}
T_1 = u^{s'} & \quad \quad T_2 = v^{b'} & \quad \quad T_3 = A' z^{\alpha' + b'}
\end{align*}$$

56
\( S \) chooses \( s_{\alpha'}, s_{\beta'}, s_x', s_{s'}, s_{m'_1}, \ldots, s_{m'_L}, s_{\delta'_1}, s_{\delta'_2} \) \( \leftarrow \mathbb{Z}_p \), and sets

\[
R_1 := u^{s_{\alpha'}} \cdot T_1^{-c'}
\]

\[
R_2 := v^{s_{\beta'}} \cdot T_2^{-c'}
\]

\[
R_3 := e(T_3, g_2)^{s_{\alpha'}} \cdot e(z, w)^{-s_{\alpha'}-s_{\beta'}} \cdot e(z, g_2)^{-s_{\delta'_1}-s_{\delta'_2}} \cdot e(h_1, g_2)^{-s_{m'_1}} \cdot \ldots \cdot e(h_L, g_2)^{-s_{m'_L}} \cdot \left( \frac{e(T_3, w)}{e(g_1, g_2)} \right)^{c'}
\]

\[
R_4 := T_1^{s_{\alpha'}} \cdot u^{-s_{\delta'_1}}
\]

\[
R_5 := T_2^{s_{\beta'}} \cdot v^{-s_{\delta'_2}}
\]

It outputs the transcript \((T_1, T_2, T_3, R_1, R_2, R_3, R_4, R_5, c', s_{\alpha'}, s_{\beta'}, s_x', s_{s'}, s_{m'_1}, \ldots, s_{m'_L}, s_{\delta'_1}, s_{\delta'_2})\). The verification equations are satisfied because of the following. For given challenge \( c' \), after choosing \( s_{\alpha'}, s_{\beta'}, s_x', s_{s'}, s_{m'_1}, \ldots, s_{m'_L}, s_{\delta'_1}, s_{\delta'_2} \) uniformly at random from \( \mathbb{Z}_p \), the values \( R_1, R_2, R_3, R_4, R_5 \) are fixed, such that the verification equations are directly satisfied. With public values \( u, v, z \) the tuple \((u, v, z, T_1, T_2, T_3)\) is an instance of the Decision Linear Problem in \( \mathbb{G}_1 \). The instance is completely random and thus the distribution of the tuple in the simulation can not be distinguished from the distribution in the real protocol. Overall, the tuple \((R_1, R_2, R_3, R_4, R_5, c', s_{\alpha'}, s_{\beta'}, s_x', s_{s'}, s_{m'_1}, \ldots, s_{m'_L}, s_{\delta'_1}, s_{\delta'_2})\) is distributed as in the real protocol. Assuming the Decision Linear Problem holds in \( \mathbb{G}_1 \) and using a standard hybrid argument, it follows that the transcripts \((T_1, T_2, T_3, R_1, R_2, R_3, R_4, R_5, c', s_{\alpha'}, s_{\beta'}, s_x', s_{s'}, s_{m'_1}, \ldots, s_{m'_L}, s_{\delta'_1}, s_{\delta'_2})\) of \( S \) are indistinguishable from the transcripts of the real protocol.

**Lemma 5.8.** Protocol 5.4 satisfies the special soundness property.

**Proof.** We show that there is an extractor \( E \) that can extract a witness given two accepting transcripts of Protocol 5.4. Let the transcripts be \((T_1, T_2, T_3, R_1, R_2, R_3, R_4, R_5, c, s_{\alpha}, s_{\beta}, s_x, s_s, s_{m_1}, \ldots, s_{m_L}, s_{\delta_1}, s_{\delta_2})\) with challenge \( c \) and \((T_1, T_2, T_3, R_1, R_2, R_3, R_4, R_5, c', s_{\alpha'}, s_{\beta'}, s_x', s_{s'}, s_{m'_1}, \ldots, s_{m'_L}, s_{\delta'_1}, s_{\delta'_2})\) with challenge \( c' \), where \( c \neq c' \). \( E \) extracts the witness as follows. First, it sets the following helper values:

\[
\Delta c := c - c' \\
\Delta s_{\alpha} := s_{\alpha} - s'_{\alpha} \\
\Delta s_{x} := s_{x} - s'_{x} \\
\Delta s_{\delta_1} := s_{\delta_1} - s'_{\delta_1} \\
\Delta s_{\delta_2} := s_{\delta_2} - s'_{\delta_2} \\
\Delta s_{m_i} := s_{m_i} - s'_{m_i}, \text{ for } i = 1, \ldots, L \\
\Delta s_{\beta} := s_{\beta} - s'_{\beta} \\
\Delta s_{s} := s_{s} - s'_{s} \\
\Delta s_{\delta_1} := s_{\delta_1} - s'_{\delta_1} \\
\Delta s_{\delta_2} := s_{\delta_2} - s'_{\delta_2} \\
\Delta s_{m_i} := s_{m_i} - s'_{m_i}, \text{ for } i = 1, \ldots, L
\]

\[
\check{\alpha} := \frac{\Delta s_{\alpha}}{\Delta c} \\
\check{\beta} := \frac{\Delta s_{\beta}}{\Delta c} \\
\check{\delta}_1 := \frac{\Delta s_{\delta_1}}{\Delta c} \\
\check{s} := \frac{\Delta s_{s}}{\Delta c} \\
\check{m}_i := \frac{\Delta s_{m_i}}{\Delta c}, \text{ for } i = 1, \ldots, L
\]
Following the verification checks and dividing both instances we get:

\[ u^s \cdot T_1 \cdot u^{s'} \cdot T_1' = u^s \cdot u^{s'} \cdot T_1 \cdot T_1' = u^{\Delta s} \cdot T_1 \cdot T_1' \Rightarrow T_1 \cdot T_1' = u^{\Delta s} \Rightarrow T_1 = u^\Delta \]

\[ v^{s_\beta} \cdot T_2 \cdot u^{-s_\beta} \cdot T_2' = v^{s_\beta} \cdot u^{-s_\beta} \cdot T_2 \cdot T_2' = v^{\Delta s_\beta} \cdot T_2 \cdot T_2' \Rightarrow T_2 \cdot T_2' = v^{\Delta s_\beta} \Rightarrow T_2 = v^{\Delta} \]

\[ T_1^{s_\epsilon} \cdot u^{-s_\delta} \cdot T_1' = T_1^{s_\epsilon} \cdot u^{-s_\delta} \cdot T_1 \cdot T_1' = T_1^{\Delta s_\epsilon} \cdot u^{-s_\delta} \Rightarrow T_1^{\Delta s_\epsilon} = u^{s_\delta} \Rightarrow \alpha \Delta s_\epsilon = \Delta s_\delta \]

\[ T_2^{s_\epsilon} \cdot v^{-s_\delta} \cdot T_2' = T_2^{s_\epsilon} \cdot v^{-s_\delta} \cdot T_2 \cdot T_2' = T_2^{\Delta s_\epsilon} \cdot v^{-s_\delta} \Rightarrow T_2^{\Delta s_\epsilon} = v^{s_\delta} \Rightarrow \beta \Delta s_\epsilon = \Delta s_\delta \]

With that established, we get by dividing the two instances of the verification equation for \( R_3 \) the following:

\[ e(T_3, g_2)^{s_\epsilon} \cdot e(z, w)^{-s_\delta} \cdot e(z, g_2)^{-s_\epsilon} \cdot e(h_0, g_2)^{-s_\delta} \cdot \prod_{i=1}^L e(h_i, g_2)^{-s_\delta} \cdot \left( \frac{e(T_3, w)}{e(g_1, g_2)} \right)^{\Delta c} \]

\[ e(T_3, g_2)^{s_\epsilon} \cdot e(z, w)^{-s_\delta} \cdot e(z, g_2)^{-s_\epsilon} \cdot e(h_0, g_2)^{-s_\delta} \cdot \prod_{i=1}^L e(h_i, g_2)^{-s_\delta} \cdot \left( \frac{e(T_3, w)}{e(g_1, g_2)} \right)^{\Delta c} \]

This is equivalent to

\[ \frac{e(g_1, g_2)}{e(T_3, w)} \]

\[ e(T_3, g_2)^{\Delta s_\epsilon} \cdot e(z, w)^{\Delta s_\delta} \cdot e(v, g_2)^{-\Delta s_\epsilon} \cdot e(h_0, g_2)^{-\Delta s_\delta} \cdot \left( \frac{e(T_3, w)}{e(g_1, g_2)} \right)^{\Delta c} \]

\[ e(h_1, g_2)^{-\Delta s_\delta} \cdot \ldots \cdot e(h_L, g_2)^{-\Delta s_\delta} \]

\[ \Leftrightarrow \]

\[ \frac{e(g_1, g_2)}{e(T_3, w)} \]

\[ e(T_3, g_2)^{\Delta s_\epsilon} \cdot e(z, w)^{-\Delta s_\delta} \cdot e(v, g_2)^{-\Delta s_\epsilon} \cdot e(h_0, g_2)^{-\Delta s_\delta} \]

\[ e(h_1, g_2)^{-\Delta s_\delta} \cdot \ldots \cdot e(h_L, g_2)^{-\Delta s_\delta} \]

\[ \Leftrightarrow \]

\[ e(g_1, g_2) = e(T_3, g_2)^{\Delta s_\epsilon} \cdot e(z, w)^{-\Delta s_\delta} \cdot e(v, g_2)^{-\Delta s_\epsilon} \cdot e(h_0, g_2)^{-\Delta s_\delta} \cdot \prod_{i=1}^L e(h_i, g_2)^{-\Delta s_\delta} \]

\[ e(h_1, g_2)^{-\Delta s_\delta} \cdot \ldots \cdot e(h_L, g_2)^{-\Delta s_\delta} \cdot e(T_3, w) \]

\[ \Leftrightarrow \]

\[ e(g_1, g_2) = e(T_3, g_2)^{\Delta s_\epsilon} \cdot e(z, w)^{-\Delta s_\delta} \cdot e(v, g_2)^{-\Delta s_\epsilon} \cdot e(h_0, g_2)^{-\Delta s_\delta} \cdot \prod_{i=1}^L e(h_i, g_2)^{-\Delta s_\delta} \]

with \( \tilde{A} = T_3 z^{-\tilde{\alpha} - \tilde{\beta}} \) we get:

\[ e(g_1, g_2) = e(\tilde{A}, g_2)^{\tilde{z}} \cdot e(\tilde{A}, w) \cdot e(h_0, g_2)^{-\tilde{z}} \cdot e(h_1, g_2)^{-\tilde{m}_1} \cdot \ldots \cdot e(h_L, g_2)^{-\tilde{m}_L} \]

The result \((\tilde{A}, \tilde{x}, \tilde{s}, \tilde{m}_1, \ldots, \tilde{m}_L)\) is a valid signature \(\tilde{s} = (\tilde{A}, \tilde{x}, \tilde{s})\) on the block of messages \(\tilde{m}_1, \ldots, \tilde{m}_L\). Moreover the \(\tilde{A}\) is perform the same as in the Linear
Encryption \((T_1, T_2, T_3)\). Observe, that \(\mathcal{E}\) runs in polynomial-time since it only divides the instances of the verification equations.

### 5.2.1 Efficiency

We want to analyze the amount of data that is exchanged between the prover \(P\) and verifier \(V\) in the protocol above. As mentioned before in 4.2.2 we follow the parameters of Boneh et al. [9, 8] and take \(p\) to be a 170-bit prime, use a group \(G_1\), where each group element can be represented by 171 bits, and use an embedding degree of 6. Then, the total communicated data in the protocol above is \(3407 + L \cdot 170\) bits or around \(426 + L \cdot 22\) bytes.

With the above Protocol 5.4 we are now able to prove the possession of a valid signature that was issued using the BBS-B signature scheme. For the design of our anonymous credential system we want to use it as a part of another protocol. Suppose an organization \(O_1\) knows a user by the pseudonym \(N_{O_1}\) and has granted a credential for the pseudonym. We want a protocol that allows a user to proof the possession of the credential to another organization \(O_2\). Where \(O_2\) knows the user under a different pseudonym \(N_{O_2}\) than the credential issuing organization. Therefore the protocol has to prove that the credential is granted to a pseudonym that belongs to the same user that has formed \(N_{O_2}\). Or in other terms, that the signature was issued on one and the same committed value. Next, we will show this protocol in detail.

### 5.3 A Protocol for Proving Knowledge of a Signature on a Committed Value

The protocol itself is a combination of the protocol for proving knowledge of a committed value Protocol 2.25 and the protocol for proving knowledge of a signature Protocol 5.4. It will be used in the design of our anonymous credential system as a part of the \(\text{VerifyCred}(U, V, N_{O}, O)\) and \(\text{VerifyCredOnNym}(U, V, N_{V}, N_{O}, O)\) transactions, see Section 6.2. Thus, it is used by a user \(U\) to prove the possession of a credential previously granted by organization \(O\) to a pseudonym \(N_{O}\). A part of the protocol is also the proof that the committed value is the same in the given commitment and in the signature, and that the user knows the committed value. Notice that in the following the indices \(O\) and \(V\) refers to an organization and to a verifier of an anonymous credential system. Where an organization \(O\) is a credential granting party and a verifier only verifies existing credentials. Let present the formal definition of the protocol in the following.

**Protocol 5.9.** Let \(G\) be a bilinear group generator and \((G_1, G_2, G_T, p, \psi, e) \leftarrow G(1^\lambda)\). Let \(g_1\) be a generator of \(G_1\) and \(g_2\) a generator of \(G_2\) such that \(g_1 = \psi(g_2)\). Let \(\Pi_{BO} = (\text{Gen, Sign, Verify})\) be the secure signature scheme BBS-B
of Definition 4.4, \( C_V^L = (\text{Gen}_{C_V}, \text{Commit}_V) \) is an instance of the commitment scheme of Definition 2.10. The protocol relies on Protocols 2.25 and 5.4. Further, let \( pk_O := (g_1, g_2, u_0, \ldots, u_L, w) \), \( sk_O := \gamma \) be the public and secret key of \( \Pi_{BO} \), where \((pk_O, sk_O) \leftarrow \text{Gen}(1^n)\) and \( w := g_2^\ell \). Furthermore, let \( pk_{C_V} = (u_0', \ldots, u_L') \) be the public key of \( C_V^L \). Notice that we exclude the run of the bilinear group generator from Gen and \( \text{Gen}_{C_V} \). In our anonymous credential system we will rely on a separate initialization algorithm that sets up \((G_1, G_2, \mathbb{G}_T, p, \psi, e)\) using a bilinear group generator \( \mathbb{G} \). The protocol is defined as follows.

**Common Input** The organization public key \( pk_O = (g_1, g_2, u_0, \ldots, u_L, w) \), the commitment public key \( pk_{C_V} = (u_0', \ldots, u_L') \), a commitment \( C_V \) and \( (G_1, G_2, \mathbb{G}_T, p, \psi, e) \). Additional public values are \( u, v, z \in G_1 \) and \( L \). Where \( L \) has polynomial length in \( \eta \), \( u, v, z \leftarrow G_1 \). Let \( h_i = \psi(u_i) \) and \( d_i = \psi(u'_i) \) for \( i = 0, \ldots, L \).

**User’s private Input** Values \( A \in G_1, x, s, r_V, m_1, \ldots, m_L \in \mathbb{Z}_p \) where \( \sigma = (A, x, s) \) such that

\[
C_V = d_0^{r_V} \cdot d_1^{m_1} \cdots d_L^{m_L} = \text{Commit}_V (pk_{C_V}, (m_1, \ldots, m_L), r_V)
\]

and

\[
\text{Verify}(pk_O, (m_1, \ldots, m_L), \sigma) = 1
\]

**Protocol**

1. **Prover** \( P \) selects exponents \( \alpha, \beta \leftarrow \mathbb{Z}_p \) and computes a Linear Encryption

\[
T_1 := u^\alpha \quad T_2 := v^\beta \quad T_3 := A z^{\alpha+\beta}
\]

\( P \) also computes two helper values:

\[
\delta_1 := x\alpha \quad \delta_2 := x\beta
\]

\( P \) and \( V \) then undertake a proof of knowledge of values \( (\alpha, \beta, x, r_V, s, m_1, \ldots, m_L, \delta_1, \delta_2) \).

2. \( P \) chooses blinding values \( r_\alpha, r_\beta, r_x, r_s, r_{r_V}, r_{m_1}, \ldots, r_{m_L}, r_{\delta_1}, r_{\delta_2} \leftarrow \mathbb{Z}_p \) and computes:

\[
R_3 := e(T_3, g_2)^{r_x} \cdot e(z, w)^{-r_\alpha-r_\beta} \cdot e(z, g_2)^{-r_{\delta_1}-r_{\delta_2}} \cdot e(h_0, g_2)^{-r_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-r_{m_i}}
\]
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\[ R_1 := u^{r_\alpha} \quad R_2 := v^{r_\beta} \]
\[ R_4 := T_1^{r_s} \cdot u^{-r_{s_1}} \quad R_5 := T_2^{r_s} \cdot v^{-r_{s_2}} \]
\[ Y := d_0^{r_\gamma} \prod_{i=1}^{L} d_i^{r_{m_i}} \]

and sends \((T_1, T_2, T_3, R_1, R_2, R_3, R_4, R_5, Y)\) to \(V\).

3. \(V\) chooses \(c \leftarrow \mathbb{Z}_p\) and sends it to \(P\).

4. \(P\) computes and sends back to \(V\):

\[ s_\alpha = r_\alpha + c \cdot \alpha \quad s_\beta = r_\beta + c \cdot \beta \]
\[ s_x = r_x + c \cdot x \quad s_{\delta_1} = r_{\delta_1} + c \cdot \delta_1 \]
\[ s_{\delta_2} = r_{\delta_2} + c \cdot \delta_2 \quad s_{m_i} = r_{m_i} + c \cdot m_i, \text{ for } i = 1, \ldots, L \]
\[ s_s = r_s + c \cdot s \quad s_{r_V} = r_{r_V} + c \cdot r_V \]

5. \(V\) verifies that the following holds:

\[ R_1 = u^{s_\alpha} \cdot T_1^c \]
\[ R_2 = v^{s_\beta} \cdot T_2^c \]
\[ R_3 = e(T_3, g_2)^{s_x} \cdot e(z, w)^{-s_\alpha - s_\beta} \cdot e(z, g_2)^{-s_{\delta_1} - s_{\delta_2}} \cdot e(h_0, g_2)^{-s_s} \cdot e(h_1, g_2)^{-s_{m_1}} \cdot \ldots \cdot e(h_L, g_2)^{-s_{m_L}} \cdot \left( \frac{e(T_3, w)}{e(g_1, g_2)} \right)^c \]
\[ R_4 = T_1^{s_\alpha} \cdot u^{-s_{\delta_1}} \]
\[ R_5 = T_2^{s_\alpha} \cdot v^{-s_{\delta_2}} \]
\[ Y = C_V^{-c} \cdot d_0^{r_\gamma} \cdot \prod_{i=1}^{L} d_i^{r_{m_i}} \]

6. If all verification equations are satisfied, then \(V\) accepts.

**Theorem 5.10.** Protocol 5.9 is a \(\Sigma\)-protocol for proving knowledge of the values \((m_1, \ldots, m_L, \alpha, \beta, x, \delta_1, \delta_2)\) such that \(C_V = d_0^{r_\gamma} \cdot d_1^{m_1} \cdot \ldots \cdot d_L^{m_L} \wedge T_1 = u^\alpha \wedge T_2 = v^\beta \wedge e(T_3, w) = e(T_3, g_2)^{-z} \cdot e(z, w)^{\alpha + \beta} \cdot e(z, g_2)^{\delta_1 + \delta_2} \cdot e(h_0, g_2)^s \cdot e(h_1, g_2)^{m_1} \cdot \ldots \cdot e(h_L, g_2)^{m_L} \wedge T_1^c = u^{\delta_1} \wedge T_2^c = v^{\delta_2}.

**Proof.** The theorem follows directly from Theorem 2.29 and Theorem 5.5. \(\square\)

In other terms Protocol 5.9 is a \(\Sigma\)-protocol for proving knowledge of the values \((A, x, s, m_1, \ldots, m_L, r_V)\) such that \(C_V = d_0^{r_\gamma} \cdot d_1^{m_1} \cdot \ldots \cdot d_L^{m_L}\) and Verify \((pk_\beta, (m_1, \ldots, m_L), (A, x, s)) = 1\). This formulation state it clear that we will use the Protocol 5.9 for proving knowledge of a signature on a committed value, where the signature was generated using the same committed values as in the commitment \(C_V\).
5.3.1 Efficiency

The above protocol is a combination of Protocol 2.25 and Protocol 5.4. We have analyzed the total communicated data of Protocol 5.4 in 5.2.1. Thus, we will only analyze and add up the additional communication data of the combination with Protocol 2.25. Additional elements in the transcripts of the above Protocol 5.9 are $Y \in \mathbb{G}_1$ and $s_{rv} \in \mathbb{Z}_p$. Therefore, the total communicated data is $3748 + L \cdot 170$ bits or around $468 + L \cdot 22$ bytes. As mentioned in 4.2.2 and 5.2.1, we use the parameters suggested by Boneh et al. [8, 9]. Therefore, we use a 170-bit prime $p$, a group $\mathbb{G}_1$ where each group element can be represented by 171 bits and an embedding degree of 6.
Finally, we will present how the previously shown signature schemes and protocols can be used to design a basic anonymous credential system. We follow the Definition 3.5 for a basic anonymous credential system and list the necessary schemes and protocols. Since it is an instantiation of Definition 3.5, our anonymous credential system is secure and provides the basic properties, see Theorem 3.6. The basic properties are unforgeability of credentials, unlinkability of credential showings, consistency of credentials and the anonymity of users. For more details on the basic properties see 3.1.1. We call it efficient since the protocols have communication complexity linear in the security parameter and the signature scheme can be realized using groups with short representations. We analyzed the efficiency regarding the signature length and communicated data in 4.2.2, 5.1.1, 5.2.1 and 5.3.1. Let us first give a high-level description of our anonymous credential system and its functionality.

6.1 High-Level Description

In our basic anonymous credential system every organization $O$ has its own instance of the signature scheme BBS-B (Definition 4.4), with corresponding signature public key $pk_O$ and secret key $sk_O$. A commitment schemes public key is included in its public key $pk_O$. A user $U$ has a secret, for example his name or a valid key of an public-key infrastructure. The Verifiers $V$ use the common commitment schemes public key $pk_C$ to verify any credential of a user $U$ or to establish a pseudonym with a user $U$. Let us illustrate the system by an example. A user forms a pseudonym with an organization $O$ by creating a commitment to his secret, using the commitment public key of the organization, that is included in $pk_O$. Consider a user $U$ that wants to obtain a credential from organization $O_1$. Organization $O_1$ requires that a user possess credentials from $O_2$, $O_3$ and $O_4$. Assume user $U$ already possesses credentials from $O_2$, $O_3$ and $O_4$. $U$ gets a credential from $O_1$ by first establishing a pseudonym $N_{O_1}$ with $O_1$. Then $U$ proves to $O_1$ the knowledge of the credentials from $O_2$, $O_3$ and $O_4$. Now $O_1$ knows that the user, that it knows under $N_{O_1}$, possesses credentials from $O_2$, $O_3$ and $O_4$. $O_1$ will now grant $U$ a credential for the pseudonym $N_{O_1}$.
Next we want to describe the structure of pseudonyms in an anonymous credential systems. A user $U$ forms a pseudonym with an organization $O$, through forming a commitment to a secret $m$ (e.g. his encoded identity) that is only known to $U$. A basic pseudonym is $C = h_0^s \cdot h_1^m$ where the element $s$ is a random element and randomizes the resulting pseudonym and information-theoretically hides the secret. Therefore the user $U$ can form several pseudonyms with the same secret $m$, but different random elements. Let us look at a more sophisticated anonymous credential system designed with a signature scheme for blocks of messages. Here, a pseudonym is formed using a commitment like $C = h_0^s \cdot h_1^{m_1} \cdot \ldots \cdot h_L^{m_L}$. Where only $m_1, \ldots, m_k$ for $k < L$ corresponds to the user’s secret. As before a random element $s$ is used to randomize the pseudonym (respectively commitment). The other $L - k$ elements $m_i$ can be used to encode attributes, for example expiration dates, user or system attributes. Lysyanskaya [34, Section 3.4] describes how to adapt the protocols to incorporate expiration dates. Next, we will list all protocols and schemes of our anonymous credential system. After that we will describe their use in the transactions between users, organizations and verifiers.

6.2 Basic Anonymous Credential System

Let us first give an overview of the building blocks that we have presented in this thesis and are now used in our anonymous credential system.

- A perfectly hiding and computationally binding Commitment Scheme $C^L = (\text{Gen}_C, \text{Commit})$ Definition 2.10
- A secure Signature Scheme $\Pi_B = (\text{Gen}, \text{Sign}, \text{Verify})$ Definition 4.4
- A protocol for proving knowledge of a committed value Protocol 2.25
- A protocol for signing a committed value Protocol 5.1
- A protocol for proving knowledge of a signature on a committed value Protocol 5.9

In the following we alter Gen and Gen$_C$ to exclude the run of the bilinear group generator $\mathcal{G}$. To be exact we let the $\text{Init}$ algorithm set up the bilinear group pair using $\mathcal{G}$. To allow shorter notation in the following we assume that the output of $\mathcal{G}$ is known to everyone and therefore it is an implicit part of the public keys used in the transactions.

**Definition 6.1.** The basic anonymous credential system based on the q-SDH Assumption is defined as follows.

\[\text{Init}(1^n)\]

1. Gets $(\mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e) \leftarrow \mathcal{G}(1^n)$
2. Runs GenC(1^n) and obtains \( pk_C = (u'_0, \ldots, u'_L) \in \mathbb{G}_2^{L+1} \) the common commitment public key

3. Outputs \((\mathbb{G}_1, \mathbb{G}_2, \mathbb{G}_T, p, \psi, e, pk_C, L)\), where \( L \) has polynomial length in \( \eta \)

**User Initialization** User \( U \) chooses a secret \( M_U \in \mathbb{Z}_p^L \), where \( M_U = m_1, \ldots, m_L \).

**Organization Initialization** Organization \( O \) runs Gen(1^n) of the BBS-B signature scheme and gets a signature key pair \( pk_O = (g_1, g_2, u_0, \ldots, u_L, w) \) and secret key \( sk_O = \gamma_O \). It publishes \( pk_O \) as his public key.

FormNym\((U, O)\) User \( U \) creates a pseudonym to his secret \( M_U \) by forming a commitment to \( M_U \). Therefore, \( U \) chooses \( s' \leftarrow \mathbb{Z}_p \) and computes \( N_O = \text{Commit}((u_0, \ldots, u_L), M_U, s') \). \( U \) sends \( N_O \) to organization \( O \). Next, \( U \) runs with \( O \) the protocol for proving knowledge of a committed value with common input \((u_0, \ldots, u_L)\) and private input \((s', m_1, \ldots, m_L)\) to \( U \). If \( O \) accepts the proof, then \( U \) and \( O \) store both \( N_O \) as \( U \)'s pseudonym with \( O \).

GrantCred\((U, N_O, O)\) \( N_O \) is \( U \)'s pseudonym established with \( O \) through a FormNym\((U, O)\) transaction. Where \( N_O = \text{Commit}((u_0, \ldots, u_L), M_U, s') \) and \( s' \leftarrow \mathbb{Z}_p \). User \( U \) and organization \( O \) run the protocol for signing a committed value on common input \((pk_O, N_O)\). Where the user's private input is \((s', M_U)\) and the organizations private input is \( sk_O \). The user stores his output \( \sigma = (A, x, s) \) of the protocol. Where \( \sigma \) is a valid signature on \( N_O \) under \( sk_O \) and called a credential in the following.

VerifyCred\((U, V, N_O, O)\) User \( U \) has previously participated in a transaction GrantCred\((U, N_O, O)\) and obtained the credential \( \sigma = (A, x, s) \) from it. \( U \) forms a commitment \( N_V = \text{Commit}(pk_C, M_U, r_V) \) to his secret \( M_U \), where \( r_V \leftarrow \mathbb{Z}_p \). User \( U \) and verifier \( V \) run the protocol for proving knowledge of a signature on a committed value. Where the common input to \( U \) and \( V \) is \((pk_O, pk_C, N_V)\) and the private input to \( U \) is \((A, x, s, r_V, M_U)\). \( V \) accepts the credential iff it accepts the proof.

VerifyCredOnNym\((U, V, N_V, N_O, O)\) User \( U \) has previously participated in a transaction GrantCred\((U, N_O, O)\) and obtained the credential \( \sigma = (A, x, s) \) from it. Where \( N_O = \text{Commit}((u_0, \ldots, u_L), M_U, s') \) and \( s' \leftarrow \mathbb{Z}_p \). Further, \( U \) has established the pseudonym \( N_V = \text{Commit}(pk_C, M_U, r_V) \) with \( V \), where \( r_V \leftarrow \mathbb{Z}_p \). User \( U \) and verifier \( V \) run the protocol for proving knowledge of a signature on a committed value. Where the common input to \( U \) and \( V \) is \((pk_O, pk_C, N_V)\) and the private input for \( U \) is \((A, x, s, r_V, M_U)\).

Notice that we have two types of pseudonyms in our system. First, the pseudonyms (resp. commitments) established with an organization. In this case a user forms the commitment, using the commitment public key of the corresponding organization. Second, there are pseudonyms established with verifiers. In this case
the commitment is formed using the common commitment public key \( p_k_c \). The common commitment public key \( p_k_c \) is initialized and output by the Init algorithm. We have introduced the two commitment public keys for efficiency reasons. Since our signature schemes directly provide a commitment public key included in its own signature public key.

### 6.3 Improvements

We want to design an efficient anonymous credential system. Therefore, we want to show some simple improvements that can be made to the presented signature schemes and protocols. The improvements give minor performance benefits. For example, fewer uses of the bilinear map. In the case of the efficient protocol for proving knowledge of a signature, we talk about fewer bytes that are exchanged.

#### 6.3.1 An Efficient Verify Algorithm for the Signature Schemes

Let us present a more efficient signature verification algorithm. It is suitable for our signature schemes (BBS-A Definition 4.1, BBS-B Definition 4.4) and requires fewer bilinear mappings. We will present it for the BBS-B signature scheme. The adaptations for the BBS-A signature scheme are minor.

**Definition 6.2 (BBS-B with efficient Verify).** Let \( \Pi_B = (\text{Gen, Sign, Verify}) \) be the scheme of Definition 4.4 with Verify defined as follows:

**Verify** \((pk, M, \sigma)\):

1. On input public key \( pk = (g_1, g_2, u_0, u_1, \ldots, u_L, w, L, g_1, g_2, \mathbb{G}_T, p, \psi, e) \), message block \( M = (m_1, \ldots, m_L) \) and signature \( \sigma = (A, x, s) \).
2. Set \( h_i := \psi(u_i) \) for \( i = 0, \ldots, L \)
3. Output 1 if \( e(A, g_2)x \cdot e(A, w) \cdot e(h_0^{-s} \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) = e(g_1, g_2) \) holds. Otherwise output 0.

We replace it with the following algorithm.

**VerifyEff** \((pk, M, \sigma)\):

1. On input public key \( pk = (g_1, g_2, u_0, u_1, \ldots, u_L, w, L, g_1, g_2, \mathbb{G}_T, p, \psi, e) \), message block \( M = (m_1, \ldots, m_L) \) and signature \( \sigma = (A, x, s) \).
2. Set \( h_i := \psi(u_i) \) for \( i = 0, \ldots, L \)
3. Output 1 if \( e(A, wg_2^x) = e(g_1 \cdot h_0^s \cdot h_1^{-m_1} \cdot \ldots \cdot h_L^{-m_L}, g_2) \) holds. Otherwise output 0.
The check in step 3 of VerifyEff involves two computations of a bilinear mapping (respectively pairing). In comparison the old check presented above from Definition 4.4 involves four bilinear mappings. The check can also be used for our BBS-A signature scheme (Definition 4.1) with \( L = 1 \).

**Lemma 6.3.** The BBS-B signature scheme of Definition 4.4 with VerifyEff is correct.

**Proof.** Assume \( \sigma \leftarrow \text{Sign}(pk, sk, M) \) where \( M = (m_1, \ldots, m_L) \), then \( \sigma = (A, x, s) \) with \( A = (g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L})^{\frac{1}{\mu}} \) and \( x, s, m_i \in \mathbb{Z}_p \) for \( i = 1, \ldots, L \). Then VerifyEff\((pk, m, \sigma)\) checks if the following holds.

\[
e(A, wg_2^x) = e(g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L}, g_2) \iff e((g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L})^{\frac{1}{\mu}}, g_2^{x+\gamma}) = e(g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L}, g_2) \iff e((g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L}), g_2) = e(g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L}, g_2)
\]

\(\square\)

Next, we will show an efficient protocol that substitute the Protocol 5.4, for proving knowledge of a signature of the signature scheme BBS-B.

### 6.3.2 An Efficient Protocol for Proving Knowledge of a Signature

The following protocol is a variant of the protocol presented in [8, 10]. A similar protocol is presented by Au et al. [2] in another context. The protocol presented in this section proves the possession of a valid signature on a block of messages from the BBS-B signature scheme (Definition 4.4). The protocol is also applicable for the BBS-A signature scheme of Definition 4.1.

**Protocol 6.4.** Let \( \mathcal{G} \) be a bilinear group generator and \( (G_1, G_2, \mathcal{G}_T, p, \psi, e) \leftarrow \mathcal{G}(1^\nu) \). Let \( g_1 \) be a generator of \( G_1 \) and \( g_2 \) a generator of \( G_2 \) such that \( g_1 = \psi(g_2) \). Further, let \( \Pi_B = (\text{Gen, Sign, Verify}) \) be the secure signature scheme BBS-B of Definition 4.4 and \( (pk, sk) \leftarrow \text{Gen}(1^\nu) \), where \( pk := (g_1, g_2, u_0, \ldots, u_L, w) \). The protocol proves the possession of the elements \( \sigma = (A, x, s) \in G_1 \times \mathbb{Z}_p^2 \) and \( m_1, \ldots, m_L \in \mathbb{Z}_p^L \) such that \( \text{Verify}(pk, (m_1, \ldots, m_L), \sigma) = 1 \). The value \( A \) is uniquely determined by \( A = (g_1 \cdot h_0^s \cdot h_1^{m_1} \cdots \cdot h_L^{m_L})^{\frac{1}{\mu}} \), where the value \( \gamma \in \mathbb{Z}_p \) is secret and not known to the prover. From \( \text{Verify}(pk, (m_1, \ldots, m_L), \sigma) = 1 \) we know that the verification equation \( e(A, g_2^x)\cdot e(A, w)\cdot e(h_0^s, h_1^{m_1})\cdots\cdot h_L^{m_L}) = e(g_1, g_2) \) is satisfied. The protocol for proving knowledge of a signature on a block of messages is defined as follows.

**Common Input** The signature public key \( pk = (g_1, g_2, u_0, \ldots, u_L, w) \) and \( (G_1, G_2, \mathcal{G}_T, p, \psi, e) \). Additional public values are \( g_1, h_0, \ldots, h_L, u, v, z \in G_1, g_2, w \in G_2 \) and \( L \) where \( L \) has polynomial length in \( \eta \) and \( g_2, u_0, \ldots, u_L \leftarrow \mathbb{G}_2, u, v, z \leftarrow G_1, h_i = \psi(u_i) \) for \( i = 0, \ldots, L, w = g_2^u \) and \( g_1 = \psi(g_2) \)
**User’s private Input** Values \( A \in \mathbb{G}_1 \) and \( x, s, m_1, \ldots, m_L \in \mathbb{Z}_p \) where \( \sigma = (A, x, s) \) such that

\[
\text{Verify}(pk, (m_1, \ldots, m_L), \sigma) = 1.
\]

**Protocol**

1. **Prover** \( P \) selects exponents \( \alpha, \beta \leftarrow \mathbb{Z}_p \) and computes:

\[
T_1 = u^\alpha \cdot v^\beta \quad \quad T_2 = A \cdot z^\alpha
\]

\( P \) also computes two helper values:

\[
\delta_1 := x \alpha \quad \quad \delta_2 := x \beta
\]

\( P \) and \( V \) then undertake a proof of knowledge of values \( (\alpha, \beta, x, s, m_1, \ldots, m_L, \delta_1, \delta_2) \).

2. **\( P \) chooses blinding values** \( r_\alpha, r_\beta, r_x, r_s, r_{m_1}, \ldots, r_{m_L}, r_{\delta_1}, r_{\delta_2} \leftarrow \mathbb{Z}_p \) and computes:

\[
R_1 := u^{r_\alpha} \cdot v^{r_\beta}
\]

\[
R_2 := e(T_2, g_2)^{r_x} \cdot e(z, w)^{-r_\alpha} \cdot e(z, g_2)^{-r_{\delta_1}} \cdot e(h_0, g_2)^{-r_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-r_{m_i}}
\]

\[
R_3 := T_1^{r_x} \cdot u^{-r_{\delta_1}} \cdot v^{-r_{\delta_2}}
\]

and sends \((T_1, T_2, R_1, R_2, R_3)\) to \( V \).

3. **\( V \) chooses** \( c \leftarrow \mathbb{Z}_p \) and sends it to \( P \).

4. **\( P \) computes and sends back to \( V \):**

\[
s_\alpha = r_\alpha + c \cdot \alpha \quad \quad s_\beta = r_\beta + c \cdot \beta
\]

\[
s_x = r_x + c \cdot x \quad \quad s_{\delta_1} = r_{\delta_1} + c \cdot \delta_1
\]

\[
s_{\delta_2} = r_{\delta_2} + c \cdot \delta_2 \quad \quad s_{m_i} = r_{m_i} + c \cdot m_i \quad \text{for} \quad i = 1, \ldots, L
\]

\[
s_s = r_s + c \cdot s
\]

5. **\( V \) verifies that the following holds:**

\[
\begin{align*}
&u^{s_\alpha} \cdot v^{s_\beta} \cdot T_1^{-c} = R_1 \quad (6.1) \\
&u^{s_x} \cdot \left( \frac{e(T_2, g_2)^{s_x} \cdot e(z, w)^{-s_\alpha} \cdot e(z, g_2)^{-s_{\delta_1}} \cdot e(h_0, g_2)^{-s_s}}{e(g_1, g_2)} \right)^c = R_2 \quad (6.2) \\
&T_1^{s_x} \cdot u^{-s_{\delta_1}} \cdot v^{-s_{\delta_2}} = R_3 \quad (6.3)
\end{align*}
\]
6. If all three verification equations are satisfied, then $V$ accepts.

**Theorem 6.5.** Protocol 6.4 is a $\Sigma$-protocol for proving knowledge of the values $(\alpha, \beta, x, s, m_1, \ldots, m_L, \delta_1, \delta_2)$ such that $T_1 = u^\alpha \cdot v^\beta \land e(T_2, g_2) = e(T_2, g_2)^{-x} \cdot e(z, w)^\alpha \cdot e(z, g_2)^{\delta_1} \cdot e(h_0, g_2)^s \cdot e(h_1, g_2)^{m_1} \cdot e(h_L, g_2)^{m_L} \land T_1^x = u^{\delta_1} \cdot v^{\delta_2}$.

**Proof.** The theorem follows from Lemma 6.6, Lemma 6.7 and Lemma 6.8. □

First we show that the protocol is complete; second, the protocol is a special honest-verifier zero-knowledge protocol; and third, the protocol satisfies the special soundness property by giving an appropriate extractor.

**Lemma 6.6.** Protocol 6.4 is complete.

**Proof.** Assume a honest prover $P$ in possession of $(A, x, s, m_1, \ldots, m_L)$, such that $A^{x+\gamma} \cdot h_0^{-s} \cdot h_1^{-m_1} \cdots h_L^{-m_L} = g_1$. $P$ then follows the specified steps of the protocol.

Hence, for the verification equation for $R_2$ we get the following.

\[
e(T_2, g_2)^{s_x} \cdot e(z, w)^{-s_\alpha} \cdot e(z, g_2)^{-s_{\delta_1}} \cdot e(h_0, g_2)^{-s_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-s_{m_i}} \cdot \left( \frac{e(T_2, w)}{e(g_1, g_2)} \right)^c
\]

\[
= e(T_2, g_2)^{c_x} \cdot e(z, w)^{-c_\alpha} \cdot e(z, g_2)^{-c_{\delta_1}} \cdot e(h_0, g_2)^{-c_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_2
e(T_2, w)^{-c}e(g_1, g_2)^c
\]

\[
= e(Az^\alpha, g_2)^{c_x} \cdot e(z, w)^{-c_\alpha} \cdot e(z, g_2)^{c_{\delta_1}} \cdot e(h_0, g_2)^{-c_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_2
e(T_2, w)^{-c}e(g_1, g_2)^c
\]

\[
= e(A, g_2)^{c_x} e(z, w)^{-c_\alpha} \cdot e(h_0, g_2)^{-c_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_2 \cdot \left( \frac{e(T_2, w)}{e(g_1, g_2)} \right)^c
\]

\[
= e(A, g_2)^{c_x} e(z^{-\alpha}, w)^c \cdot e(h_0, g_2)^{-c_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_2 \cdot \left( \frac{e(Az^\alpha, w)}{e(g_1, g_2)} \right)^c
\]

\[
= e(A, g_2)^{c_x} e(A, w)^c \cdot e(h_0, g_2)^{-c_s} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-c_{m_i}} \cdot R_2 \cdot \left( \frac{1}{e(g_1, g_2)} \right)^c
\]

\[
= e(A^x, g_2)^c e(A^y, g_2)^c \cdot e(h_0^{-s}, g_2)^c \cdot \prod_{i=1}^{L} e(h_i^{-m_i}, g_2)^c \cdot R_2 \cdot \left( \frac{1}{e(g_1, g_2)} \right)^c
\]

\[
= R_2 \cdot \frac{e(A^{x+\gamma} \cdot h_0^{-s} \cdot h_1^{-m_1} \cdots h_L^{-m_L}, g_2)^c}{e(g_1, g_2)^c}
\]

\[
= R_2 \cdot \frac{e(g_1, g_2)^c}{e(g_1, g_2)^c}
\]

\[
= R_2
\]
Regrading the verification equations for \( R_1 \) and \( R_3 \) the following holds.

\[
    u^{s_a} \cdot v^{s_\beta} \cdot T_1^{-c} = u^{r_a + co} \cdot v^{r_\beta + c\beta} \cdot u^{-co} \cdot v^{-c\beta} = u^{r_a} \cdot v^{r_\beta} = R_1
\]

\[
T_1^{s_x} \cdot u^{-s_{j_1}} \cdot v^{-s_{j_2}} = u^{\alpha(r_x + cx)} \cdot u^{-r_{j_1} - \alpha cx} \cdot v^{\beta(r_x + cx)} \cdot v^{-r_{j_2} - \beta cx}
\]

\[
= T_1^{s_x} \cdot u^{-r_{j_1}} \cdot v^{-r_{j_2}} = R_3
\]

All verification equations are satisfied. Therefore, verifier \( V \) will always accept if prover \( P \) is honest. \( \square \)

**Lemma 6.7.** Protocol 6.4 is a (perfect) special honest-verifier zero-knowledge protocol under the assumption that the discrete logarithm problem is hard in \( \mathbb{G}_1 \).

**Proof.** We describe a simulator \( S \) which outputs transcripts of Protocol 6.4. \( S \) on input the public parameters and challenge \( c' \in \mathbb{Z}_p \), chooses \( \alpha', \beta' \leftarrow \mathbb{Z}_p \), \( A' \leftarrow \mathbb{G}_1 \) and sets:

\[
T_1 := u^{\alpha'} \cdot v^{\beta'} \quad \quad \quad \quad \quad T_2 := A' \cdot z^{\alpha'}
\]

\( S \) picks \( s_{\alpha'}, s_{\beta'}, s_{x'}, s_{s'}, s_{m'}, \ldots, s_{m'_L}, s_{g'_1}, s_{g'_2} \leftarrow \mathbb{Z}_p \) and sets

\[
\begin{align*}
R_1 &= u^{s_{\alpha'}} \cdot v^{s_{\beta'}} \cdot T_1^{-c'} \\
R_2 &= e(T_2, g_2)^{s_{x'}} \cdot e(z, w)^{-s_{\alpha'}} \cdot e(z, g_2)^{-s_{g'_1}} \cdot e(h_0, g_2)^{-s'} \\
&\quad \cdot e(h_1, g_2)^{-s_{m'}} \cdot \ldots \cdot e(h_{L}, g_2)^{-s_{m'_L}} \cdot \left( \frac{e(T_2, w)}{e(g_1, g_2)} \right)^{c'} \\
R_3 &= T_1^{s_{x'}} \cdot u^{-s_{g'_1}} \cdot v^{-s_{g'_2}}
\end{align*}
\]

Next, \( S \) outputs the transcript \( \langle T_1, T_2, R_1, R_2, R_3, c', s_{\alpha'}, s_{\beta'}, s_{x'}, s_{s'}, s_{m'}, \ldots, s_{m'_L}, s_{g'_1}, s_{g'_2} \rangle \). The verification equations are directly satisfied, because \( S \) sets \( R_1, R_2 \) and \( R_3 \) accordingly. In detail, \( S \) chooses the values \( s_{\alpha'}, s_{\beta'}, s_{x'}, s_{s'}, s_{m'}, \ldots, s_{m'_L}, s_{g'_1}, s_{g'_2} \) uniformly at random from \( \mathbb{Z}_p \). After that \( R_1, R_2, R_3, R_4, R_5, R_6, R_7 \) are set, such that the verification equations are satisfied. Let us now analyze the probability of the transcript that \( S \) given challenge \( c' \) produces. The values \( T_1 \) and \( T_2 \) are independent from the challenge and only determined by the choice of \( \alpha', \beta' \) and \( A' \). Where the value \( A' \) is as in the real protocol a random element in \( \mathbb{G}_1 \). Further, as in the real protocol \( \alpha' \) and \( \beta' \) are chosen uniformly at random from \( \mathbb{Z}_p \). The \( L+6 \) values \( s_{x'}, s_{s'}, s_{m'}, \ldots, s_{m'_L}, s_{g'_1}, s_{g'_2} \) are also chosen uniformly at random from \( \mathbb{Z}_p \). Hence, the probability of \( S \) to output the transcript given challenge \( c' \) is \( \frac{1}{p^2} \cdot \frac{1}{p^6} = \frac{1}{p^8} \). The same holds for the transcripts in the real protocol conditioned on \( c = c' \). There we have that \( s_{\alpha}, s_{\beta}, s_{x}, s_{g_1} \) and \( s_{g_2} \) are fixed after \( \alpha, \beta, r_{\alpha}, r_{\beta}, r_x, r_{s'}, r_{m'}, \ldots, r_{m'_L}, r_{g_1}, r_{g_2} \) were chosen uniformly at random from \( \mathbb{Z}_p \). It follows that the probability distribution of the transcripts of the real protocol and \( S \) given challenge \( c = c' \) are equal. \( \square \)
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Lemma 6.8. Protocol 6.4 satisfies the special soundness property.

Proof. We show that there is an extractor $E$ that can extract a witness given two accepting transcripts of Protocol 6.4. Assume $E$ is given the two accepting transcripts $(T_1, T_2, R_1, R_2, R_3, c, s_0, s_\beta, s_x, s_s, s_m, \ldots, s_m, s_\delta_1, s_\delta_2)$ with challenge $c$ and $(T_1, T_2, R_1, R_2, R_3, c', s'_0, s'_\beta, s'_x, s'_s, s'_m, \ldots, s'_m, s'_\delta_1, s'_\delta_2)$ with challenge $c'$ where $c \neq c'$. $E$ extracts the witness as follows. It first sets the following helper values:

\[
\begin{align*}
\Delta c &:= c - c' \\
\Delta s_\alpha &:= s_\alpha - s'_\alpha \\
\Delta s_m &:= s_m - s'_m, \text{ for } i = 1, \ldots, L \\
\Delta s_{\delta_1} &:= s_{\delta_1} - s'_{\delta_1} \\
\Delta s &:= s_s - s'_s
\end{align*}
\]

\[
\begin{align*}
\tilde{\alpha} &:= \frac{\Delta s_\alpha}{\Delta c} \\
\tilde{\beta} &:= \frac{\Delta s_\beta}{\Delta c} \\
\tilde{m}_i &:= \frac{\Delta s_m}{\Delta c}, \text{ for } i = 1, \ldots, L \\
\tilde{x} &:= \frac{\Delta s_x}{\Delta c} \\
\tilde{s} &:= \frac{\Delta s_s}{\Delta c}
\end{align*}
\]

Following the verification equations and using both transcripts we get the following.

\[
\begin{align*}
T_1 &:= u^{s_\alpha} \cdot v^{s_\beta} \cdot T_1^{-c} \cdot u^{-s_\alpha} \cdot v^{-s_\beta} \cdot T_1' &= u^{s_\alpha} \cdot v^{s_\beta} \cdot T_1'^{-c} \cdot u^{\Delta s_\alpha} \cdot v^{\Delta s_\beta} \cdot T_1^{-\Delta c} \\
\Rightarrow T_1^{-\Delta c} &= u^{\Delta s_\alpha} \cdot v^{\Delta s_\beta} \Rightarrow T_1 = u^{\tilde{\alpha}} \cdot v^{\tilde{\beta}}
\end{align*}
\]

\[
\begin{align*}
T_1^{s_x} \cdot u^{-s_\delta_1} \cdot v^{-s_\delta_2} \cdot T_1^{-s'_{\delta_1}} \cdot u^{s'_x} \cdot v^{-s'_{\delta_2}} &= T_1^{s_x} \cdot u^{-s_\delta_1} \cdot v^{-s_\delta_2} \\
\Rightarrow T_1^{s_x} &= u^{\Delta s_{\delta_1}} \cdot v^{\Delta s_{\delta_2}} \\
\Rightarrow \tilde{\alpha} \Delta s_x + \tilde{\beta} \Delta s_x - \Delta s_{\delta_2} = \Delta s_{\delta_1}
\end{align*}
\]

Observe that the following holds and is later used in Eq. (6.4).

\[
\Delta s_{\delta_1} = \tilde{\alpha} \Delta s_x + \tilde{\beta} \Delta s_x - \Delta s_{\delta_2} = \tilde{\alpha} \Delta s_x + \tilde{\beta} \Delta s_x - \Delta s_{\delta_2} = \tilde{\alpha} \Delta s_x + \tilde{\beta} \Delta s_x - \tilde{\beta} \Delta s_x - c \delta_2 + c' \delta_2 = \tilde{\alpha} \Delta s_x + \tilde{\beta} \Delta s_x - \beta x (c - c')
\]

Taking the $\Delta c$-th root and with $\tilde{x} = x$, $\tilde{\beta} = \beta$ we obtain

\[
\frac{\Delta s_{\delta_1}}{\Delta c} = \frac{\tilde{\alpha} \Delta s_x + \tilde{\beta} \Delta s_x - \beta x (c - c')}{\Delta c} = \frac{\tilde{\alpha} \tilde{x} + \tilde{\beta} \tilde{x} - \beta x}{\Delta c} = \tilde{\alpha} \tilde{x}
\]
Hence, the overall savings are an extension of the protocol originally presented by Boneh et al. [8]. We analyzed 362 + 22 bytes. Thus, for our BBS-A signature scheme with $L = 1$ it results in about 383 bytes. Let us compare it to Protocol 5.4, which is an extension of the protocol originally presented by Boneh et al. [8]. We analyzed in 5.2.1, that the total communicated data of Protocol 5.4 is 3407 + 22 bytes. Hence, the overall savings are 513 bits. This is related to the three elements of

\[ e(T_2, g_2)^{s_e} \cdot e(z, w)^{-s_a} \cdot e(z, g_2)^{-s_b} \cdot e(h_0, g_2)^{-s_c} \cdot \prod_{i=1}^{L} e(h_i, g_2)^{-s_{m_i}} \cdot \frac{e(T_2, w)}{e(g_1, g_2)} \]

which is equivalent to

\[ \left( \frac{e(g_1, g_2)}{e(T_2, w)} \right)^{\Delta_c} = e(T_2, g_2)^{\Delta s_e} \cdot e(z, w)^{-\Delta s_a} \cdot e(z, g_2)^{-\Delta s_b} \cdot e(h_0, g_2)^{-\Delta s_c} \cdot e(h_1, g_2)^{-\Delta s_{m_1}} \cdot \ldots \cdot e(h_L, g_2)^{-\Delta s_{m_L}} \]

with \( \tilde{A} = T_2 z^{-\tilde{a}} \) we get:

\[ e(g_1, g_2) = e(\tilde{A}, g_2)^{\tilde{x}} \cdot e(\tilde{A}, w) \cdot e(h_0, g_2)^{-\tilde{s}} \cdot e(h_1, g_2)^{-\tilde{m}_1} \cdot \ldots \cdot e(h_L, g_2)^{-\tilde{m}_L} \]

The result \( \tilde{\sigma} = (\tilde{A}, \tilde{x}, \tilde{s}, \tilde{m}_1, \ldots, \tilde{m}_L) \) is a valid signature \( \tilde{\sigma} = (\tilde{A}, \tilde{x}, \tilde{s}) \) on the block of messages \( \tilde{m}_1, \ldots, \tilde{m}_L \).

Notice that the above Protocol 6.4 is proven to be a perfect special honest-verifier zero-knowledge protocol. Whereas, Protocol 5.4 is only computational special honest-verifier zero-knowledge under the assumption that the Decision Linear Problem holds in $G_1$.

Next, we want to analyze the communicated data of Protocol 6.4. We follow the parameters of Boneh et al. [9, 8] and take $p$ to be a 170-bit prime and use a group $G_1$, where each group element can be represented by 171 bits. The total communicated data in our Protocol 6.4 with embedding degree 6 is 2894 + $L \cdot 170$ bits or around 362 + $L \cdot 22$ bytes. Thus, for our BBS-A signature scheme with $L = 1$ it results in about 383 bytes. Let us compare it to Protocol 5.4, which is an extension of the protocol originally presented by Boneh et al. [8]. We analyzed in 5.2.1, that the total communicated data of Protocol 5.4 is 3407 + $L \cdot 170$ bits. Hence, the overall savings are 513 bits. This is related to the three elements of
\( G_1 \) lesser in the transcripts of the above Protocol 6.4 than in Protocol 5.4.

Considering long-term security and following Barreto et al. [3] one should take an embedding degree of 12. For Protocol 6.4 this results in \( 3744 + L \cdot 170 \) bits or around \( 468 + L \cdot 22 \) bytes of communication data.

Considering the usage of Protocol 6.4 in our anonymous credentials systems we have to combine it with the protocol for proving knowledge of a committed value Protocol 2.25. Thus we obtain a more efficient protocol for proving knowledge of signature on a committed value.

### 6.4 Additions and Open Questions

Desirable extensions, to our basic anonymous credential system, are the ability to handle misuse of credentials and to prevent users from sharing their secrets. We already presented this additional desirable properties in 3.1.2. The direct solution to handle a misuse of credentials, is to revoke them. Lysyanskaya [34] state that we do not know how to achieve this from the assumptions of signature and commitment schemes. One possible approach is to rely on dynamic accumulators as presented in [34].

Of interest is also a process to reveal a user’s pseudonym with an issuing organization \( O \), in the case that the user misuses his credential from \( O \). Therefore, we want to discuss that our presented signature scheme BBS-B Definition 4.4 provides the same weaker form of anonymity revocation as mentioned in [34, Section 3.4.1]. This form of anonymity revocation is also called local anonymity revocation. Notice that the signer (resp. organization) \( O \), in the protocol for signing a committed value (Protocol 5.1), outputs \((A, x, s') \in G_1 \times \mathbb{Z}_p^2\) to the user \( U \). Let us denote the output by \( s(\sigma) \). We alternate the \( \text{GrantCred}(U, N_O, O) \) transaction such that \( O \) also stores the tuple \((N_O, s(\sigma)) \). Suppose the user proves the possession of a credential from \( O \), for example with a \( \text{VerifyCred}(U, V, N_O, O) \) transaction. Then the user encrypts the value \( s(\sigma) \) under some trusted party’s public key. The proof is extended such that, the user proves that the encrypted value corresponds to his credential with \( O \). In case of a misuse of the credential, the trusted party decrypts the ciphertext and obtains \( s(\sigma) \). The value is securely communicated to every organization. The organizations check if they have stored tuple containing the value \( s(\sigma) \). Therefore, the issuing organization \( O \) is able to link the value \( s(\sigma) \) to the pseudonym \( N_O \), which was used to grant the credential in question. Organization \( O \) can now take further actions, like publicly reveal the pseudonym \( N_O \).

As mentioned before our signature schemes and protocols are efficient in regard to the signature length and total communicated data in the protocols. Our and other signature schemes that are secure under the \( \ell \)-SDH Assumption, like the schemes by Boneh et al. [6, 8], are presented in the so called Type 2 pairing setting. We will not describe the setting in detail, but one property of the Type 2 setting is that there is an efficiently computable isomorphism \( \psi \) from \( G_2 \) to \( G_1 \).
The signature scheme by Boneh et al. [6] was later reproduced for the so called Type 3 pairing setting in [7]. Without going into detail, for the Type 3 setting there is no efficiently computable isomorphism $\psi$ from $G_2$ to $G_1$ known. Following Chatterjee and Menezes [20], the Type 3 setting gives us on the other side smaller bit representation of elements in $G_2$ and better performance for exponentiations in the groups. We motivate that our presented signature schemes and anonymous credential system can also be reproduced in the Type 3 setting.
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