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1 Introduction

A bilinear pairing takes two arguments and maps them to one value. More formal, let $G_1$, $G_2$ be additive groups of points of an elliptic curve and $G_T$ be a subgroup of a multiplicative group of a finite extension field. Additionally, let $G_1$, $G_T$ be groups of prime order $r$ and let $G_2$ be a group where each element has order dividing $r$. A bilinear pairing $e$ is an efficiently computable function

$$e : G_1 \times G_2 \to G_T$$

such that:

1. Non-degeneracy:

$$e(P,Q) = 1_{G_T} \text{ for all } Q \in G_2 \text{ if and only if } P = O$$

and similarly

$$e(P,Q) = 1_{G_T} \text{ for all } P \in G_1 \text{ if and only if } Q = O.$$  

2. Bilinearity: for all $P_1, P_2 \in G_1, Q_1, Q_2 \in G_2$:

$$e(P_1 + P_2, Q_1) = e(P_1, Q_1)e(P_2, Q_1)$$

$$e(P_1, Q_1 + Q_2) = e(P_1, Q_1)e(P_1, Q_2)$$

From bilinearity we can follow:

$$e(aU, bV) = e(U, V)^{ab} = e(bU, aV) \forall U \in G_1, V \in G_2, a, b \in \mathbb{Z}.$$ 

In the recent years bilinear pairings were used to design new cryptographic protocols, such as Identity-Based encryption [9], Attribute-Based encryption [14], short group signatures [8] and communication-efficient multi-party key agreement [17]. The core property of bilinear pairings that allows the construction of the above stated schemes is their linearity in both arguments, the bilinearity.

Concrete realizations of bilinear pairings are, for example, the Weil-pairing [22], the (reduced) Tate-pairing [11], [10] and the optimal Ate-pairing [6], [10], [24]. All these pairings are computed with the Miller algorithm [22] or one of its variants.

As with any cryptographic protocol, to be applicable in practice it is required to be computable in few tenths of a second. Unfortunately it turned out that the computation of bilinear pairings consumes a couple million of processor cycles.
and is therefore very time intensive. As a result of that, the computation of pairings builds a major bottleneck of the above stated protocols. Therefore it is interesting to find ways to optimize the run time of these computations. Indeed there is a lot of ongoing research in optimizing the algorithms respectively formulas and exploiting the hardware/processor properties to decrease the number of cycles respectively the run time. Hence, researchers managed to compute bilinear pairings in few tenths of a second on desktop class CPUs [2], [1], [6], [24], [10]. Computing pairings on resource constraint systems such as micro controllers, e.g. CPUs with word size at most 32-bit, very small or even no cache, no floating point unit, few registers, is still very time intensive.

Our work

In this master’s thesis we present detailed complexity analyses of the arithmetic needed to implement bilinear pairings. On the base of the analyses we implement and evaluate the reduced Tate pairing for one specific case, i.e. embedding degree \( k = 12 \) and a 254-bit prime. All algorithms that are implemented on top of the base field arithmetic are presented in this thesis. For the implementation we choose among all algorithms presented in this thesis only the most efficient.

We consider the base field arithmetic as a given building block and focus on the building blocks extension field arithmetic (Section 3.1), elliptic curve arithmetic and line evaluation arithmetic (Section 3.2) and finally on the arithmetic of the reduced Tate-pairing. For every of those building blocks we present different optimizations or implementation strategies. For example, we compare Karatsuba multiplication and Schoolbook multiplication in extension fields, provide algorithms for elliptic curve operations merged with the evaluation of line equations and we consider twists on elliptic curves that reduces the complexity of bilinear pairings.

All analyses are done on two different abstractions. At first, every analysis is done for a general case. In a second step we use the general analyses to compute the complexity for a specific case, e.g. for an extension field with specific extension degree, an elliptic curve with explicit parameters, or a concrete bilinear pairing for a given security level.

This approach has two advantages. The analyses are applicable for many different cases, especially for those we do not consider in this thesis. For example, our analyses for the multiplication in extension fields are applicable for any extension degree that can be represented by \( 2^i3^j \). The complexity for point addition and line evaluation is done for any curve that is specified by \( E : y^2 = x^3 + ax + b \). For point doubling and tangent evaluation we restricted to the case where \( a = -3 \) or \( a = 0 \), which fit to many elliptic curve families. The complexity analysis of the reduced Tate-pairing is applicable to any embedding degree. The second advantage relies on the fact, that we consider the hardware platform and the base field arithmetic as black boxes. All presented algorithms make no assumptions on the hardware and they do not rely on a special base field
arithmetic. This means, one can use our analyses to estimate run times on its hardware platform under consideration. All that one needs, are the timings for multiplication, addition and inversion of his particular base field implementation - independent of whether the base field arithmetic is implemented in software or hardware.

In Chapter 4 we validate and justify the practical correctness of our analyses. For that we compare the theoretical estimates with the practical measurements. To be able to justify the practical correctness of our analyses we implemented on top of ESCRYPT’s library for base field arithmetic an extension field arithmetic, elliptic curve and line evaluation arithmetic and the reduced Tate pairing for embedding degree $k = 12$ and prime $|p| = 254$. We use this implementation to measure the timings of

- the base field implementation of ESCRYPT, for fields over primes of size 160-bit and 254-bit (Section 4.2.1),
- the extension field arithmetic for embedding degree $k = 12$ and prime $|p| = 254$ (Section 4.2.2),
- the reduced Tate pairing for embedding degree $k = 12$ and prime $p$ with $|p| = 254$ (Section 4.2.3),

on the ARM Cortex M3 processor. To justify the correctness of our theoretical estimates we feed our analyses with the base field timings and compare the estimated timings with the practical measurements. Our theoretical estimates differ only by at most $-4\%$ which shows that our theoretical analyses are applicable for calculating estimates. Thus, we use our theoretical analyses to estimate the run time of the reduced Tate pairing for embedding degree $k = 6$ and prime $p$ with $|p| = 160$.

Furthermore, we show that computing pairings on affine coordinates on the ARM Cortex M3 with ESCRYPT’s base field library is not as efficient as computing pairings on Jacobian coordinates. We show that computation on affine coordinates are as efficient as on Jacobian coordinates if one inversion in the base field under consideration costs at most as 11.5 multiplications in the same base field. In ESCRYPT’s library a base field inversion is as efficient as 20 respectively 17 multiplications for primes of size 254-bit and 160-bit, see Section 4.2.1.

We have that a computation a Miller operation costs $7.3666s$ for $k = 12$ and a prime of size 254-bit, whereas computing the Miller operation for the case $k = 6$ and a prime of size 160-bit costs $1.462s$, see Section 4.2.3. These timings are completely not applicable for practical purposes. In Section 4.3 we discuss what are the problems with our implementation and what can be done to improve the runtime. In Section 4.3.1 we show where our implementation lacks efficiency and how big are the run time improvements by resolving these efficiency lacks. Section 4.3.2 discusses the structure of the costs. There we give hints which parts

---

1This thesis was done in cooperation with company ESCRYPT GmbH - Embedded Security, Lise-Meitner-Allee 4, 44801 Bochum, Germany
of the implementation promise the biggest improvement impact if they will be optimized. Section 4.3.2 also gives a very raw lower bound for the computation of the Miller loop on the ARM Cortex M3 processor.
2 Preliminaries

This chapter introduces all necessary objects needed to define and compute pairings. We begin with fixing notation in Section 2.1. In Section 2.2 we introduce finite fields and finite extension fields. Section 2.3 defines elliptic curves and shows that the points of an elliptic curve form an abelian group. The chapter ends with Section 2.4 where we introduce bilinear pairings and define the Tate and the reduced Tate pairing.

2.1 Notation

Here we introduce notation that we use through the entire thesis.

Sets
The set of natural numbers \{0, 1, 2, 3, \ldots\} is denoted by \( \mathbb{N}_0 \). The set of natural numbers without 0 is defined as \( \mathbb{N} = \mathbb{N}_0 \setminus \{0\} \). The set of integers \{\ldots, -3, -2, -1, 0, 1, 2, 3, \ldots\} is denoted by \( \mathbb{Z} \).

Numbers
We denote by \( p \) a prime number and by \( q \) a prime power \( p^n \) for \( n \in \mathbb{N} \).

Length
Let \( x \in \mathbb{N} \) then

\[ |x| := \lfloor \log_2(x) \rfloor + 1, \]

is the binary description length of the number \( x \).

Hamming weight
We define the Hamming weight as the number of 1’s in the binary representation of a number \( r \in \mathbb{N} \). We denote the Hamming weight of \( r \in \mathbb{N} \) as \( h(r) \).

2.2 Finite Fields and Field Extensions

In this thesis we will analyze the complexity of extension field arithmetic. Therefore we give a short introduction to these fields. The following statements are taken from [19] Chapter 1 and 2. We begin with the notion of finite fields.

Theorem 2.1. Let \( \mathbb{Z}_n := \mathbb{Z}/n\mathbb{Z} \) with \( n \in \mathbb{N} \) and let \( p \) be a prime number. Then \( \mathbb{F}_p = \mathbb{Z}_p \) is a finite field with \( p \) elements.
Note that $p$ is called the characteristic of the finite field $\mathbb{F}_p$.

For the notion of finite extension fields we need to consider polynomials with coefficients of a specific domain.

**Definition 2.2.** Let $F$ be a finite field. Then $F[x]$ denotes the set of all polynomials with coefficients in $F$.

The following theorem states the existence of a so-called finite extension field. The elements of such fields are polynomials.

**Theorem 2.3.** [19] Let $F$ be a finite field. For $f \in F[x]$, the residue class ring $F[x]/(f)$ is a field if and only if $f$ is irreducible over $F$.

For this we give a short example. Let $f$ be an irreducible $n$-degree polynomial over $\mathbb{F}_p$. Then $\mathbb{F}_p[x]/(f) = \{ \sum_{i=0}^{n-1} a_i x^i | a_i \in \mathbb{F}_p \}$. We call such fields extension fields of degree $n$ and denote them by $\mathbb{F}_p^n$.

The next theorem states that we can find irreducible polynomials of arbitrary degrees. With this we are able to define finite extension fields of arbitrary degrees.

**Theorem 2.4.** Let $F$ be a finite field, then for every $n \in \mathbb{N}$ there exists an irreducible $n$-degree polynomial in $F[x]$.

The following theorem specifies the number of elements of a finite extension field with a certain degree and characteristic.

**Theorem 2.5.** Let $F$ be a finite field with $p$ elements and $f \in F[x]$ an irreducible polynomial of degree $n \in \mathbb{N}$. Then $\mathbb{F} = F[x]/(f)$ is a finite field with $p^n$ elements.

**Theorem 2.6.** If two finite fields $F$ and $K$ have the same number of elements then $F$ and $K$ are isomorphic.

The following last theorem gives us an important insight into the structure of finite extension fields. This statement allows us to build extension fields by so-called field towers.

**Theorem 2.7** (Subfield Criterion). [19] Let $\mathbb{F}_q$ be the finite field with $q = p^n$ elements, $n \in \mathbb{N}$. Then every subfield of $\mathbb{F}_q$ has order $p^m$, where $m$ is a positive divisor of $n$. Conversely, if $m$ is a positive divisor of $n$, then there is exactly one subfield of $\mathbb{F}_q$ with $p^m$ elements.

For the definition of bilinear pairings in Section 2.4 we will need the notion of an algebraic closure. For that we give the following three definitions.

**Definition 2.8.** [19] Let $K$ be a finite field, let $f \in K[x]$ be of positive degree and $F$ an extension field of $K$. Then $f$ is said to split in $F$ if $f$ can be written as a product of linear factors in $F[x]$. That is, if there exists elements $\alpha_1, \alpha_2, \ldots, \alpha_n \in F$ such that

$$ f(x) = a(x - \alpha_1)(x - \alpha_2) \cdots (x - \alpha_n), $$

where $a$ is the leading coefficient of $f$. 
Thus, \( f \) splits in \( F \) if all roots of \( f \) belongs to the extension field \( F \).

**Definition 2.9.** A field \( F \) is said to be algebraically closed if every polynomial with coefficients in \( F \) has a root in \( F \).

**Definition 2.10.** The field \( \overline{F} \) is called an algebraic closure of \( F \) if \( \overline{F} \) is algebraic over \( F \) and if every polynomial \( f(x) \in F[x] \) splits completely over \( \overline{F} \), so that \( \overline{F} \) can be said to contain all the elements that are algebraic over \( F \).

In the following we consider the arithmetic of finite extension fields. The arithmetic operations addition and multiplication in \( F_{q^k} \) are done as known from ordinary polynomial arithmetic. Except at the end, the result of an operation is reduced modulo an irreducible polynomial. This means, one does polynomial division and considers the remainder as the final result. For that we consider a simple example [26]:

**Example 2.11.** We consider the field \( F_2^{4} \) and the irreducible polynomial \( P(x) = x^4 + x + 1 \). Let \( C_0(x) = x^5 + x^3 + x^2 + x \) be a product of two polynomials. Consider only those monomials of \( C_0(x) \) with degree greater equal to the degree of the polynomial \( P(x) \). According to that we consider here just the monomial \( x^5 \).

Reduce this monomial as follows:

\[
x^4 = 1 \cdot P(x) + (x + 1)
x^4 \equiv x + 1 \mod P(x)
x^5 \equiv x^2 + x \mod P(x).
\]

We have now the reduced expression for \( x^5 \) and can insert it into \( C_0(x) \) to compute the final result:

\[
C(x) \equiv C'(x) \mod P(x)
C(x) \equiv (x^2 + x) + (x^3 + x^2 + x) = x^3.
\]

**Specific extension fields** In this thesis we will consider extension fields of degree 6 and 12. Due to Theorem 2.3 and Theorem 2.4 we can define such fields as \( F_p[x]/(f) \) and \( F_p[x]/(g) \) where \( f \) and \( g \) are irreducible polynomials over \( F_p \) of degree 6 respectively 12. For our purposes we will use a different approach. We will define the desired extension fields by field towers. Field towers are fields that are defined over more than one extension. For that we consider a finite field \( F_p \) and a factorization of the desired extension degree \( k = k_0 \cdot k_1 \cdot k_2 \cdot \ldots \cdot k_m \), with \( k_0 = 1 \). Now, for every \( i \in \{1, \ldots, m\} \) one defines an extension field as follows: \( F_{p^{k_1}}[x]/(f_i) \) where \( f_i \) is an irreducible polynomial in \( F_{p^{k_0 \cdot k_1 \cdot k_2 \cdot \ldots \cdot k_{i-1}}}[x] \) of degree \( k_i \). We say that we build the extension field of degree \( k \) by the tower \( F_p \rightarrow F_{p^{k_1}} \rightarrow F_{p^{k_1 \cdot k_2}} \rightarrow \ldots \rightarrow F_{p^{k_1 \cdot k_2 \cdot \ldots \cdot k_m}} \).

Since we can factor 6 by \( 2 \cdot 3 \) and 12 by \( 2 \cdot 3 \cdot 2 \) we can build the desired extension fields as follows: We start with degree \( k = 6 \) and extend the resulting
field tower again to get an extension of degree $k = 12$. For the following tower we need to have $p \equiv 1 \mod 4$ to ensure that $-1$ is a quadratic non-residue. According to [2], we build the first extension field by the tower $F_p \rightarrow F_{p^2} \rightarrow F_{p^6}$:

$F_{p^2} := F_p[x]/(P(x))$, where $P(x) = x^2 - u$ with $u = -1$ and $T := x \mod P(x)$.

$F_{p^6} := F_{p^2}[y]/(Q(y))$, where $Q(y) = y^3 - v$ with $v = T + 1$ and $S := y \mod Q(y)$.

This is, an element from $F_{p^2}$ can be represented with a polynomial of degree 1 with coefficients from $F_p$, and an element from $F_{p^6}$ can be represented with a polynomial of degree 2 with coefficients from $F_{p^2}$.

More explicit, let $A \in F_{p^2}$ then

$$A = a_0 + a_1 T,$$

where $a_0, a_1 \in F_p$.

And, let $B \in F_{p^6}$ then

$$B = b_0 + b_1 S + b_2 S^2$$

$$= (b_{00} + b_{01} T) + (b_{10} + b_{11} T) S + (b_{20} + b_{21} T) S^2,$$

where $b_i \in F_{p^2}$ and $b_{i,j} \in F_p$. We have also the following representation of an $F_{p^6}$ element:

$$B = b_{00} + b_{10} S + b_{20} S^2 + (b_{01} + b_{11} S + b_{21} S^2) T.$$

This is, by changing the order of the coefficients we can also interpret $B$ as a quadratic extension of a cubic extension. We will use this representation in Chapter 3 in the context of elliptic curve twists.

To come up with an extension field $F_{p^{12}}$ we apply the tower $F_p \rightarrow F_{p^2} \rightarrow F_{p^6} \rightarrow F_{p^{12}}$. This is, we extend the above tower and we get [2]:

$F_{p^{12}} := F_{p^6}[z]/(R(z))$, where $R(z) = z^2 - S$ and $U := z \mod R(z)$

Hence, an element $C \in F_{p^{12}}$ can be represented as polynomials of degree 1 with coefficients in $F_{p^6}$ and we can also represent it by a polynomial of degree 6 with coefficients in $F_{p^2}$:

$$C = c_0 + c_1 U,$$

where $c_0, c_1 \in F_{p^6}$

$$= (c_{0,0} + c_{0,1} S + c_{0,2} S^2) + (c_{1,0} + c_{1,1} S + c_{1,2} S^2) U,$$

where $c_{i,j} \in F_{p^2}$

$$= c_{0,0} + c_{0,1} U + c_{0,2} U^2 + c_{1,1} U^3 + c_{0,2} U^4 + c_{1,2} U^5.$$
We will also use the latter representation of $C$ in the context of elliptic curve twists in Chapter 3.

Note that the irreducible polynomials $P, Q$ and $R$ are binomials. The analyses in Chapter 3 assume that the irreducible polynomials of the extension fields are binomials and the analyses are not applicable for tower fields whose irreducible polynomials are not binomials.

2.3 Elliptic Curves

**Definition 2.12** ([15, Ch. 3]). An elliptic curve $E$ over a field $K$ is defined by an equation

$$E : y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6 \quad (2.4)$$

where $a_1, a_2, a_3, a_4, a_5, a_6 \in K$ and $\Delta \neq 0$, where $\Delta$ is the discriminant of $E$ and is defined as follows:

$$\Delta = -a_2^2d_8 - 8d_4^3 - 27d_6^2 + 9d_2d_4d_6$$

$$d_2 = a_1^2 + 4a_2$$

$$d_4 = 2a_4 + a_1a_3$$

$$d_6 = a_3^2 + 4a_6$$

$$d_8 = a_1^2a_6 + 4a_2a_6 - a_1a_3a_4 + a_2a_3^2 - a_4^2.$$

If $L$ is an extension field of $K$, then the set of $L$-rational points on $E$ is

$$E(L) = \{(x, y) \in L \times L : y^2 + a_1xy + a_3y - x - a_2x^2 - a_4x - a_6 = 0\} \cup \{\infty\}$$

where $\infty$ is the point at infinity. The set $E(L)$ contains the points that satisfy $E$. Note that if $E$ is defined over $K$, then $E$ is also defined over any extension field of $K$.

(2.4) is called Weierstrass equation. A Weierstrass equation defined over a field $K$ with characteristic different from 2 and 3 can be simplified considerably by applying admissible changes of variables [15, Ch. 3]. We will not go deeper into this, but state that $E$ simplifies over fields with characteristic different from 2 and 3 to

$$E : y^2 = x^3 + ax + b, \quad (2.5)$$

where the discriminant is $\Delta = -16(4a^3 + 27b^2)$. We call (2.5) the short Weierstrass form and we will use this form throughout the remainder of this thesis. More details on this can be found in [15, Section 3.1.1].

For our proposes, we distinguish two kinds of curves. We say a curve is smooth if its discriminant $\Delta \neq 0$. This means the curve has no point which has two or
more distinct tangents lines. Otherwise, we say a curve is singular. Therefore singular curves have the property that they intersect itself at one point.

To get a better concept of elliptic curves consider

$$E_1 : y^2 = x^3 - 2x,$$
$$E_2 : y^2 = x^3 + \frac{1}{4}x + \frac{5}{4}$$
and
$$E_3 : y^2 = x^3 - 3x + 2$$

plotted in Figure 2.1, Figure 2.2 and Figure 2.3 over the reals. In the plot one can see that $E_1$ and $E_2$ are smooth curves whereas $E_3$ is a singular curve, since it has two tangents at the point $(1, 0)$. Note that plots of elliptic curves over finite fields of cryptographic interest do not look like the plots in Figure 2.1, Figure 2.2 and Figure 2.3. Plotting an elliptic curve that is defined over a finite field results in scattered points.
2.3 Elliptic Curves

\[ y^2 = x^3 + \frac{1}{4}x + \frac{5}{4} \]

Figure 2.2: \( E_2 \) over \( \mathbb{R} \)
Figure 2.3: $E_2$ over $\mathbb{R}$

\[ y^2 = x^3 - 3x + 2 \]
2.3 Elliptic Curves

2.3.1 Group law

Let $E$ be an elliptic curve defined over the field $K$. Then the set $E(K)$ forms an abelian group. Due to the chord-and-tangent rule we can define an adding operation for two points of $E(K)$ such that their result is again an element of $E(K)$. The identity element is $\infty$. We explain the addition rule geometrically, later we will introduce explicit formulas. Let $P = (x_1, y_1)$ and $Q = (x_2, y_2)$ be two distinct points of the elliptic curve $E$. Then the sum of $P$ and $Q$ is defined as follows: Draw a line through the points $P$ and $Q$; since the curve is cubic, this line intersects the curve at another point. Reflect this point along the $x$-axis and obtain the point $R$, which is defined as $P + Q$.

In the case where $P = Q$ we compute the sum $P + P = [2]P$. This operation is also called the double of $P$ and is geometrically defined as follows: Draw a tangent line to the elliptic curve $E$ at point $P$. This line intersects the curve at another point. Reflect this point along the $x$-axis to obtain the point $R$, which is defined as $P + P$.

We define $[n]P = P + \ldots + P$ as the $n$-fold addition of the point $P$.

**Group law for $E : y^2 = x^3 + ax + b$ defined over $K$ with characteristic $\neq 2, 3$ [15, Ch. 3]**

1. **Identity.** $P + \infty = \infty + P = P$ for all $P \in E(K)$.

2. **Negatives.** If $P = (x, y) \in E(K)$, then $(x, y) + (x, -y) = \infty$. The point $(x, -y)$ is denoted by $-P$ and is called the negative of $P$. Also, $-\infty = \infty$.

3. **Point Addition.** Let $P = (x_1, y_1) \in E(K)$ and $Q = (x_2, y_2) \in E(K)$, where $P \neq \pm Q$. Then $P + Q = (x_3, y_3)$, where

$$x_3 = \left(\frac{y_2 - y_1}{x_2 - x_1}\right)^2 - x_1 - x_2 \quad \text{and} \quad y_3 = \left(\frac{y_2 - y_1}{x_2 - x_1}\right)(x_1 - x_3) - y_1. \quad (2.6)$$

4. **Point doubling.** Let $P = (x_1, y_1) \in E(K)$, where $y_1 \neq 0$. Then $[2]P = (x_3, y_3)$, where

$$x_3 = \left(\frac{3x_1^2 + a}{2y_1}\right)^2 - 2x_1 \quad \text{and} \quad y_3 = \left(\frac{3x_1^2 + a}{2y_1}\right)(x_1 - x_3) - y_1. \quad (2.7)$$

2.3.2 Properties of Elliptic Curve Groups

Let $E$ be an elliptic curve over $\mathbb{F}_q$. The number of points in $E(\mathbb{F}_q)$ is called the order of $E$ over $\mathbb{F}_q$, denoted $\#E(\mathbb{F}_q)$. We know that $1 \leq \#E(\mathbb{F}_q) \leq 2q + 1$, since the Weierstrass equation has at most two solutions for each $x \in \mathbb{F}_q$. The Hasse-Weil Theorem provides tighter bounds.
Theorem 2.13 (Hasse-Weil). [18, Ch. 2] Let $E$ be an elliptic curve defined over $\mathbb{F}_q$, then the order of the group $E(\mathbb{F}_q^k)$ with $k \in \mathbb{N}_0$ satisfies

$$
\#E(\mathbb{F}_q^k) = q^k + 1 - t_k, \text{with } |t_k| \leq 2\sqrt{q^k},
$$

where $t_k$ is called the trace of $E$ over $\mathbb{F}_q$.

Definition 2.14 (Torsion Points). Let $K$ be a finite field, let $E$ be an elliptic curve defined over $K$ and $r \in \mathbb{Z}$. We call every point $P \in E(K)$ with $[r]P = O$ an $r$-torsion point. The set of all $r$-torsion points in $E(K)$ is denoted by $E(K)[r]$.

We also say that the points in $E(K)[r]$ have order $r$.

Definition 2.15 (Embedding Degree). [18, Ch. 2] Let $E$ be an elliptic curve defined over $\mathbb{F}_q$ and $r\mid \#E(\mathbb{F}_q)$ with $\gcd(r, q) = 1$, then the embedding degree is the smallest positive integer $k$ such that $r \mid (q^k - 1)$.

This means, $k$ is the smallest integer such that the field $\mathbb{F}_{q^k}$ contains the $r$-th roots of unity $[20]$.

Definition 2.16 (Super-singular Curves). [15, Ch. 3] Let $p$ be the characteristic of $\mathbb{F}_q$. An elliptic curve $E$ defined over $\mathbb{F}_q$ is super-singular if $p$ divides $t$, where $t$ is the trace. If $p$ does not divide $t$, then $E$ is non-super-singular.

We call non-super-singular curves also ordinary curves.

2.3.3 Restrictions

We will only consider non-super-singular respectively ordinary curves, since we will deal with characteristic $\neq 2, 3$ fields and embedding degrees$^1 \geq 6$, [20, Section 4.6].

2.4 Bilinear Pairings

This section gives an abstract definition of bilinear pairings. After that we introduce divisors which we need to define concrete pairings. We finish this section with defining concrete pairings such as the Tate, the reduced Tate and the Ate pairing.

Definition 2.17 (Bilinear Pairing). [7, Ch. 9] Let $n$ be a positive integer. Let $G_1$ and $G_2$ be abelian groups written in additive notation with identity element $O$. Suppose that $G_1$ and $G_2$ have exponent $n$ (i.e. $[n]P = O$ for all $P \in G_1, G_2$). Suppose $G_3$ is a cyclic group of order $n$ written in multiplicative notation with identity element $1$. A pairing is a function

$$e : G_1 \times G_2 \rightarrow G_3.$$

$^1$see Definition 2.15
All pairings we consider will satisfy the following additional properties:

**Bilinearity:** For all \( P, P' \in G_1 \) and all \( Q, Q' \in G_2 \) we have

\[
e(P + P', Q) = e(P, Q) e(P', Q)
\]

and

\[
e(P, Q + Q') = e(P, Q) e(P, Q').
\]

**Non-degeneracy:**

- For all \( P \in G_1, \) with \( P \neq 0 \), there is some \( Q \in G_2 \) such that \( e(P, Q) \neq 1 \).
- For all \( Q \in G_2, \) with \( Q \neq 0 \), there is some \( P \in G_2 \) such that \( e(P, Q) \neq 1 \).

### 2.4.1 Divisors

For computing pairings one needs to evaluate rational functions. We will specify these functions up to a constant multiple. A standard method to specify functions is to define their zeros and poles. Therefore we define **divisors**. With divisors we have a notion that encapsulates points and their multiplicities in one formal sum. For working with divisors we need the following two definitions.

**Definition 2.18.** Let \( K \) be a field. Then the set of polynomials on the elliptic curve \( E : y^2 = x^3 + ax + b \) is defined as

\[
K[E] = K[x, y]/(y^2 - x^3 - ax - b).
\]

**Definition 2.19.** Let \( K \) be a field and \( E : y^2 = x^3 + ax + b \) an elliptic curve. Then the function field of \( E \) over \( K \) is defined as

\[
K(E) = \left\{ \frac{f(x, y)}{g(x, y)} \mid f, g \in K(E), g \neq 0 \right\}.
\]

**Definition 2.20 (Divisor).** [18, Ch. 2] Let \( E \) be an elliptic curve over \( \mathbb{F}_q \), then a divisor \( D \) is a formal sum of points over the algebraic closure of \( \mathbb{F}_q \)

\[
D = \sum_{P \in E} c_P(P)
\]

with only finitely many non-zero coefficients \( c_P \in \mathbb{Z} \).

**Definition 2.21 (Degree of Divisor).** [18, Ch. 2] The degree of a divisor \( D \) is

\[
\deg(D) = \sum_{P \in E} c_P.
\]

The support of a divisor \( D \) is the set of points with non-zero coefficients in the sum, denoted \( \text{supp}(D) \). Furthermore we define \( \text{ord}_P(D) = c_P \).
Definition 2.22 (Vanishing order). [18, Ch. 2] The order of vanishing of a non-constant function $f \in \mathbb{F}_q(E)^*$ at the point $P$ is

$$ord_P(f) = c_P.$$ 

Now to define a function $f$ up to a constant multiple we can provide a formal sum. Every zero and every pole of $f$ appears in the sum with its non-zero multiplicity. The zeros and the poles are the points of the sum and the multiplicities are the points’ coefficients. All other points have coefficient 0. The multiplicity of a zero is always $> 0$, whereas the multiplicity of a pole is always $< 0$. Hence, for each non-constant rational function $f \in \mathbb{F}_q(E)^*$ we can associate the divisor

$$\text{div}(f) = \sum_{P \in E} ord_P(f)(P).$$

Note that, for two functions $f, g$ we have that $\text{div}(f \cdot g) = \text{div}(f) + \text{div}(g)$ and $\text{div}(f/g) = \text{div}(f) - \text{div}(g)$.

Next, we introduce the notion of a Miller function that plays a central role in the definition and computation of all pairings.

Definition 2.23 (Miller function). [18, Ch. 2] Let $E$ be an elliptic curve defined over $\mathbb{F}_q$, then any function $f \in \mathbb{F}_q(E)$ with divisor

$$\text{div}(f) = n(P) - ([n]P) - (n-1)(\mathcal{O})$$

for some $n \in \mathbb{Z}$ and $P \in E$ is called a Miller function (also called Weil function) and will be denoted as $f_{n,P}$.

Definition 2.24. [18, Ch. 2] Let $E$ be an elliptic curve defined over $\mathbb{F}_q$, $f \in \mathbb{F}_q(E)$ and $D$ a divisor on $E$ with $\text{supp} (\text{div}(f)) \neq \emptyset$, then by definition we set

$$f(D) = \prod_{P \in E} f(P)^{ord_P(D)}.$$ 

Note, multiplicative constants of functions have no influence on the functions divisors. Therefore, if divisor $D$ has degree zero, then the multiplicative constants of $f$ in the above product cancel out. In this case $f(D)$ just depends on $\text{div}(f)$.

If $D$ is a divisor of a function $g \in \mathbb{F}_q(E)$ we have the following theorem.

Theorem 2.25 (Weil Reciprocity). [18, Ch. 2] Let $E$ be an elliptic curve and $f, g$ non-zero functions on $E$ with $\text{supp}(\text{div}(f)) \cap \text{supp}(\text{div}(g)) = \emptyset$, then $f(\text{div}(g)) = g(\text{div}(f))$.

This Theorem states that, if $f$ and $g$ have disjoint zeros and poles then evaluating $f$ at the divisor of $g$ has the same value as evaluating $g$ at the divisor of $f$.

Definition 2.26 (Equivalence of Divisors). [18, Ch. 2] Two divisors $D$ and $D'$ are called linearly equivalent, denoted $D \sim D'$ if $D' = D + \text{div}(f)$ for some function $f$. 
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2.4 Bilinear Pairings

2.4.2 Tate Pairing

In the following we define the Tate pairing and the reduced Tate pairing. We will see that the reduced Tate pairing is very similar to the Tate pairing. The reduced Tate pairing is used in practice to standardize the result of the bilinear pairing [16].

**Definition 2.27** (Tate Pairing). [18, Ch. 2] Let $E$ be an elliptic curve over $\mathbb{F}_q$ and $r \mid \#E(\mathbb{F}_q)$ with $r$ and $q$ coprime, and let $k$ be the embedding degree, then the Tate pairing $t_r$ is the map

$$t_r : \left(E(\mathbb{F}_q)[r] \times E(\mathbb{F}_q^*)/rE(\mathbb{F}_q^*)\right) \rightarrow \mathbb{F}_{q^k}^*/(\mathbb{F}_{q^k}^*)^r$$

where $D_P = r(P) - r(O)$ and $D_Q \sim (Q) - (O)$ coprime with $\operatorname{div}(f_r)$.

**Computing the Tate Pairing** To compute the Tate pairing we have to evaluate the Miller function $f_{r,P}$ at $D_Q$ (see Definition 2.23). We can do this by using the Miller algorithm, given in Algorithm 1 and [22, 18, Ch. 2]. The Miller algorithm does this by constructing the function Miller $f_{r,P}$. For constructing this function it is necessary to compute the point $[r]P$. This is done by the well known Double-and-Add algorithm for elliptic curve point multiplication. The Miller algorithm extends the Double-and-Add algorithm by the lines 1, 4 and 7. By these lines the Miller function is constructed and evaluated.

In the following we explain how the Miller algorithm constructs the function $f_{r,P}$. Denote by $l_{[i]P,[j]P}$ the equation of the line that goes through the points $[i]P$ and $[j]P$. Note that, if $[i]P = [j]P$ then $l_{[i]P,[j]P} = l_{[i]P,[i]P}$ is the equation of the tangent line at $[i]P$. And denote by $v_{[i+j]P}$ the equation of the vertical line through $[i+j]P$. The divisor of $l_{[i]P,[j]P}$ is

$$\operatorname{div}(l_{[i]P,[j]P}) = ([i]P) + ([j]P) + (-([i+j]P)) - 3(O)$$

and the divisor of $v_{[i+j]P}$ is

$$\operatorname{div}(v_{[i+j]P}) = ([i+j]P) + (-([i+j]P)) - 2(O).$$

To compute $f_{r,P}$ we would like to have a formula that gives us $f_{i+j,P}$, since then we can compute $f_{r,P}$ by using the Double-and-Add approach. Exploiting the Double-and-Add approach is important, since it provides us a possibility to compute $[r]P$ and $f_{r,P}$ in linear many double and add operations in the description size of $r$! Fortunately, we have that

$$f_{i+j,P} = f_{i,P} \cdot f_{j,P} \cdot \frac{l_{[i]P,[j]P}}{v_{[i+j]P}}. \quad (2.8)$$
To compute a *double* operation one just calculates $f_{i,i,P} = f_{2i,P} = f^2_{i,P} \cdot \frac{L_{[i]P,[j]P}}{v_{[i+j]P}}$.

We show the correctness of (2.8) by analyzing the divisor of the right hand side of it. Then we will see that it fulfills the definition of $f_{i+j,P}$ (Definition 2.23).

$$
\text{div}(f_{i,P} \cdot f_{j,P} \cdot \frac{L_{[i]P,[j]P}}{v_{[i+j]P}}) = \text{div}(f_{i,P}) + \text{div}(f_{j,P}) + \text{div}(L_{[i]P,[j]P}) - \text{div}(v_{[i+j]P})
$$

$$
= \left(i(P) - ([i]P) - (i - 1)(O)\right)
+ \left((j(P) - ([j]P) - (j - 1)(O)\right)
+ \left(((i)P + ([j]P) + ((i + j)P) - 3(O)\right)
- \left(((i + j)P + ((i + j)P) - 2(O)\right)
= \left((i + j)P - ([i + j]P) - (i + j - 1 + 1 + 2 - 2)(O)\right)
= \text{div}(f_{i+j,P})
$$

All these results in the following algorithm [18, Ch. 2]. Assume that $r \in \mathbb{N}$ has binary representation $r_t \ldots r_0$. Note that $r$’s binary representation has $t + 1$ bits.

**Algorithm 1** Miller algorithm for Tate Pairing

**Require:** $r \in \mathbb{N}, P \in E[r]$ and divisor $D$ with $\text{supp}(D) \cap \{P, O\} = \emptyset$.

**Ensure:** $f_{n,P}(D)$.

1: $f \leftarrow 1$
2: $T \leftarrow P$
3: for $i = t - 1, \ldots, 0$ do
4:   $f \leftarrow f^2 \cdot l_{T,T}(D)/v_{[2]T}(D)$
5:   $T \leftarrow [2]T$
6:   if $r_t = 1$ then
7:     $f \leftarrow f \cdot l_{T,P}(D)/v_{T+P}(D)$
8:     $T \leftarrow T + P$
9:   end if
10: end for
11: return $f$

At the end of the algorithm we have that $f = f_{r,P}(D)$ and $T = rP = O$.

### 2.4.3 Reduced Tate Pairing

The Tate pairing is only defined up to a co-set of $(\mathbb{F}_q^*)^r$. But for protocols it is important to compute unique elements. Therefore we define the reduced Tate pairing to obtain a unique element from $\mathbb{F}_q^*$, which we will denote by $\mu_r$. 
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Definition 2.28 (Reduced Tate Pairing). [18, Ch. 2] Let $E$ be an elliptic curve over $\mathbb{F}_q$ with $r|\#E(\mathbb{F}_q)$ and $\gcd(r, q) = 1$, and let $k$ be the embedding degree, then the reduced Tate pairing $t_r$ is the map

$$t_r : \left\{ \begin{array}{c} E(\mathbb{F}_{q^k})[r] \times E(\mathbb{F}_{q^k})/rE(\mathbb{F}_{q^k}) \rightarrow \mu_r \subset \mathbb{F}_{q^k}^* \n \Rightarrow t_r(P, Q) = t_r(P, Q)(q^k - 1)/r. \end{array} \right.$$ 

Computing the Reduced Tate Pairing. Note that $t_r(P, Q)(q^k - 1)/r = f_{r, P}(D_Q)(q^k - 1)/r$. This means, to compute the reduced Tate pairing we can apply Algorithm 1 and append a calculation for the exponentiation by $(q^k - 1)/r$, see Algorithm 2.

Algorithm 2 Miller algorithm for Reduced Tate Pairing

Require: $r \in \mathbb{N}$, $P \in E[r]$ and divisor $D$ with $\text{supp}(D) \cap \{P, O\} = \emptyset$.

Ensure: $f_r, P(D)(q^k - 1)/r$.

1: $f \leftarrow f_{r, P}(D)$ \textbf{\textit{\textarrow{computation by Algorithm 1}}}
2: $f \leftarrow f(q^k - 1)/r$
3: return $f$

A useful property of the reduced Tate pairing is the following: let $r|N|(q^k - 1)$, then for $P \in E(F_{q^k})[r]$ and $Q \in E(F_{q^k})/rE(F_{q^k})$ we have the equality $t_r(P, Q) = t_N(P, Q)$ [18, Ch. 2].
3 Optimization Techniques

This chapter analyses optimization techniques for the computation of bilinear pairings. The computation of bilinear pairings bases on four different components. In a bottom to top view we have at first the component for the base field arithmetic. On top of this lies the component for the extension field arithmetic. The next component is the elliptic curve arithmetic. At the very top there is the bilinear pairing calculation itself. For every component several optimization techniques do exist. We will structure this chapter according to this bottom to top view and present selected optimization for every component.

For this chapter, we assume that we run a processor with word size $n$. The subscript $q^i$ specifies the field $F_{q^i}$, where $i \in \mathbb{N}$. To denote costs, we will use the abbreviations $M_{q^i}$ for multiplication, $A_{q^i}$ for addition, $R_{q^i}$ for operation that are due to reductions, $S_{q^i}$ for the space requirement and $W$ for words. For example, $M_{q^6} = 6M_{q^2} + 9A_{q^2} + R_{q^6}$ and $R_{q^6} = 4M_{q} + 8A_{q}$ denotes that a multiplication of two $F_{q^6}$ elements costs 6 multiplications over the field $F_{q^2}$, 9 additions over the field $F_{q^2}$, 4 multiplication and 8 additions over $F_q$ due to reduction in $F_{q^6}$. We set $S_{q^i} = i\lceil |q|/n \rceil W$ since representing an element from $F_{q^i}$ requires $i$ coefficients of $|q|$ bits that has to be portioned over words of size $n$.

In all analyses we will treat subtractions over a field $K$ as additions over the field $K$. We analyze the complexity of algorithms in terms of the number of different base field operations and the number of words for storing temporary results. The input and output variables are not considered as memory usage of an algorithm.

We will often consider additions over extension fields. Since we give the complexity in terms of base field operations we state that $A_{q^k} = kA_q$. This is, an addition of two extension field elements from $F_{q^k}$ can be computed by $k$ additions of $k$ base field elements from $F_q$.

When designing algorithms that computes mathematical operations it is a common practice in the cryptographic community/industry to provide interfaces of the following form: Let $op$ be a function and we have that $c = op(a, b)$ is the result of the operation $op$ executed on the parameters $a$ and $b$. In the programming language C one would implement this interface by the following signature $\text{void } op(\text{type } *c, \text{ const type } *a, \text{ const type } *b)$. A call of this function could look like $op(c, a, b)$; where $a, b, c$ are variables of the type $\text{type } *$. We will design each function such that calls of the form $op(c, c, b)$; and $op(c, a, c)$; are also possible. This means, the functions do not write into the result variable as long as the input is needed. Such functions have the disadvantage that they may need more space but on the other side their interfaces are less prone to error.
3.1 Extension Field Arithmetic

In this section we will analyze the costs of the Schoolbook and Karatsuba multiplication methods. Here we will also use the abbreviation $S_{\text{Mul}, q^k}$ which denotes the number of words needed for computing a multiplication over $\mathbb{F}_{q^k}$ by using the multiplication method $\text{Mul}$. For $\text{Mul}$ we will use the abbreviations $\text{SB}$ and $\text{KS}$ for Schoolbook and Karatsuba multiplication.

3.1.1 Multiplication in Field Towers

Here we will analyze the costs of multiplication in field towers. We will do this for two different approaches. One approach uses the straightforward multiplication method learned in school and the other approach applies the multiplication method of Karatsuba. At the end of this Section we compare both approaches.

3.1.1.1 Schoolbook Multiplication in Field Towers

This section is structured into four parts. The first part analyses schoolbook multiplication in quadratic extensions. The second part analyses schoolbook multiplication in cubic extensions. In the both last parts we apply the former analyses to calculate the costs for multiplication in the extension fields $\mathbb{F}_{q^6}$ and $\mathbb{F}_{q^{12}}$ (see 2.2 and 2.3).

Part 1: Schoolbook Multiplication in Quadratic Extensions

The following algorithm shows how to multiply in quadratic extensions of the form $\mathbb{F}_{q^2} = \mathbb{F}_q[x]/(P(x))$ where $P(x)$ is an irreducible binomial over $\mathbb{F}_q[x]$ of degree 2, e.g. $P(x) = x^2 - u$. Each addition and multiplication is computed over the sub-field $\mathbb{F}_q$.

Algorithm 3 Schoolbook Multiplication in Quadratic Extensions

Require: $a = a_0 + a_1 x, b = b_0 + b_1 x \in \mathbb{F}_{q^2} = \mathbb{F}_q[x]/(x^2 - u)$.
Ensure: $c = a \cdot b = (c_0 + c_1 x) \in \mathbb{F}_{q^2}$.

1: $T_0 \leftarrow a_0 \cdot b_1$
2: $T_1 \leftarrow a_1 \cdot b_0$
3: $T_1 \leftarrow T_1 + T_0$
4: $T_0 \leftarrow a_1 \cdot b_1$
5: $T_0 \leftarrow T_0 \cdot u$ // reduce: $x^2 \equiv u$
6: $c_0 \leftarrow a_0 \cdot b_0$
7: $c_0 \leftarrow c_0 + T_0$
8: $c_1 \leftarrow T_1$
9: return $c_0 + c_1 x$

Theorem 3.1. Let $\mathbb{F}_{q^2} := \mathbb{F}_q[x]/(P(x))$ where $P(x) = x^2 - u$ is an irreducible binomial over $\mathbb{F}_q[x]$. Let $a, b \in \mathbb{F}_{q^2}$, then Algorithm 3 computes $c = a \cdot b \in \mathbb{F}_{q^2}$.
with 4 multiplications, 1 addition, 1 additional multiplication and addition in \( \mathbb{F}_q \) due to reduction and memory for two \( \mathbb{F}_q \) elements, i.e. \( M_q^2 = 4M_q + 1A_q + R_{q^2} \), \( R_{q^2} = 1M_q + 1A_q \) and \( S_{SB,q^2} = 2 \cdot S_q \).

**Proof.** We first show the correctness of the algorithm and prove then its complexity.

**Correctness** The algorithm has to compute the following formula:

\[
\begin{align*}
    a \cdot b &= (a_0 + a_1x) \cdot (b_0 + b_1x) \\
    &= a_0b_0 + a_1b_0x + a_1b_0x + a_1b_1x^2 \\
    &= [a_0b_0 + (a_1b_0 + a_1b_0)x] + [(a_1b_0 + a_1b_0)x].
\end{align*}
\]

By substituting the result \( c_0 + c_1T \) of Algorithm 3 successively with the algorithms steps, we get that the algorithm actually computes the correct formula.

**Complexity** By simply counting the operations we get 5 multiplications and 2 additions in the field \( \mathbb{F}_q \). Note that the multiplication in step 5 and the addition in step 7 is due to the reduction, i.e. \( R_{q^2} = 1M_q + 1A_q \). Thus the plain multiplication of \( a \) and \( b \) requires 4 multiplications and 1 addition as claimed for the schoolbook method. The algorithm needs the temporary variable \( T_0 \) and \( T_1 \) of the type \( \mathbb{F}_q \). Hence, the memory usage is \( 2 \cdot S_q \) words.

**Part 2: Schoolbook Multiplication in Cubic Extensions** Algorithm 4 shows how to multiply in cubic extensions of the form \( \mathbb{F}_{q^3} = \mathbb{F}_q[y]/(Q(y)) \) where \( Q(y) \) is an irreducible binomial over \( \mathbb{F}_q \) of degree 2, e.g. \( Q(y) = y^3 - v \). Each addition and multiplication is computed over the field \( \mathbb{F}_q \).

**Theorem 3.2.** Let \( \mathbb{F}_{q^2} = \mathbb{F}_q[y]/(Q(y)) \) where \( Q(y) = (y^3 - v) \) is an irreducible binomial over \( \mathbb{F}_q \). Let \( a, b \in \mathbb{F}_{q^2} \), then Algorithm 4 computes \( c = a \cdot b \in \mathbb{F}_{q^2} \) with 9 multiplications, 4 additions, 2 additional multiplications and additions in \( \mathbb{F}_q \) due to reduction and memory for three field elements \( \mathbb{F}_q \), i.e. \( M_q^3 = 9M_q + 4A_q + R_{q^2} \), \( R_{q^3} = 2M_q + 2A_q \) and \( S_{SB,q^3} = 3 \cdot S_q \).

**Proof.** We start with the correctness and prove then the complexity.

**Correctness** The algorithm has to compute the following formula:

\[
\begin{align*}
    a \cdot b &= (a_0 + a_1y + a_2y^2) \cdot (b_0 + b_1y + b_2y^2) \\
    &= a_0b_0 + a_1b_1y + a_2b_2y^2 + a_1b_0y + a_1b_1y^2 + a_1b_2y^3 + a_2b_0y^2 + a_2b_1y^3 + a_2b_2y^4 \\
    &= [a_0b_0 + (a_1b_2 + a_2b_1)v] + [a_0b_1 + a_1b_0 + a_2b_2] \cdot y + [a_0b_2 + a_1b_1 + a_2b_0] \cdot y^2.
\end{align*}
\]

The correctness can be shown by substituting the result \( c_0 + c_1y + c_2y^2 \) successively with the algorithm steps.
Algorithm 4 Schoolbook Multiplication in Cubic Extensions

Require: $a = a_0 + a_1 y + a_2 y^2$, $b = b_0 + b_1 y + b_2 y^2 \in \mathbb{F}_{q^3} = \mathbb{F}_q[y]/(y^3 - v)$.

Ensure: $c = a \cdot b = (c_0 + c_1 y + c_2 y^2) \in \mathbb{F}_{q^3}$.

1: Step 2-6: $T_2 = (a_2 b_0 + a_1 b_1 + a_0 b_2) S_{q^3}$
2: $T_2 \leftarrow a_2 \cdot b_0$
3: $T_0 \leftarrow a_1 \cdot b_1$
4: $T_2 \leftarrow T_2 + T_0$
5: $T_0 \leftarrow a_0 \cdot b_2$
6: $T_2 \leftarrow T_2 + T_0$
7: Step 8-13: $T_1 = (a_2 b_2 \cdot v + a_1 b_0 + a_0 b_1) S$
8: $T_1 \leftarrow a_2 \cdot b_2$
9: $T_0 \leftarrow T_1 \cdot v$ // reduce: $y^4 \equiv v \cdot S$
10: $T_1 \leftarrow a_1 \cdot b_0$
11: $T_1 \leftarrow T_1 + T_0$
12: $T_0 \leftarrow a_0 \cdot b_1$
13: $T_1 \leftarrow T_1 + T_0$
14: Step 15-22: $T_0 = a_2 b_1 \cdot v + a_1 b_2 \cdot v + a_0 b_0$
15: $T_0 \leftarrow a_2 \cdot b_1$
16: $c_1 \leftarrow a_1 \cdot b_2$
17: $T_0 \leftarrow T_0 + c_1$
18: $c_0 \leftarrow a_0 \cdot b_0$
19: $T_0 \leftarrow T_0 \cdot v$ // reduce: $y^3 \equiv v$
20: $c_0 \leftarrow c_0 + T_0$
21: $c_1 \leftarrow T_1$
22: $c_2 \leftarrow T_2$
23: return $c_0 + c_1 y + c_2 y^2$
Complexity The algorithm needs 11 multiplications and 6 additions in the field \( F_q \). The multiplication in step 9 and 19 as well as the additions in step 11 and 20 are due to reduction, i.e. \( R_q^2 = 2M_q + 2A_q \). The algorithm needs memory for the variables \( T_0, T_1 \) and \( T_2 \) and this results in a memory requirement of \( 3 \cdot S_q \) words.

\[ \square \]

Part 3: Schoolbook multiplication in \( F_{p^2} \) Here we analyze the costs of schoolbook multiplication for the extension field \( F_{p^2} \) as defined in 2.2. We defined this extension field over the tower \( F_p \rightarrow F_{p^2} \rightarrow F_{p^3} \). This means, this is a cubic extension of a quadratic extension of the field \( F_p \). Thus, to compute multiplications in \( F_{p^2} \) via the schoolbook method one has to apply Algorithm 4 that has to work on the sub-field \( F_{p^2} \) and Algorithm 3 that has to work on the sub-field \( F_p \). This also tells us how to calculate the resulting costs of multiplication in terms of base field operations.

Lemma 3.3. Let \( F_{p^2} \) and \( F_{p^3} \) be defined as in 2.1 and 2.2. Let Algorithm 4 run on inputs from \( F_{p^3} \) and Algorithm 3 run on inputs from \( F_{p^2} \) then multiplication in \( F_{p^2} \) costs \( M_{p^2} = 36M_p + 45A_p \) and \( S_{SB,p^3} = 2 \cdot S_p \).

Proof. Since we defined \( F_{p^2} \) as \( F_p[x]/(P(x)) \), where \( P(x) = x^2 - u \) with \( u = -1 \), we can exchange the multiplication \( T_0 \cdot u \) in step 5 of Algorithm 3 by \( p - T_0 \), since \( T_0 \cdot (-1) = p - T_0 \). Thus, the choice of the irreducible polynomial saves one multiplication. Due to this and Theorem 3.1 we know that a multiplication in \( F_{p^2} \) costs \( M_{p^2} = 4M_p + 1A_p + T_{p^2} \) with \( T_{p^2} = 2A_p \) and \( S_{p^2} = 2 \cdot S_p \).

We defined \( F_{p^3} \) as \( F_{p^2}[y]/(Q(y)) \), where \( Q(y) = y^3 - v \) with \( v = u + 1 \) and \( u = x \) mod \( P(x) \). Therefore, we can exchange two multiplications in Algorithm 4. At first we exchange the multiplication \( T_1 \cdot v = c_1(x+1) \) in step 9. We have \( T_1 \in F_{p^2} \), thus \( T_1 \) is of the form \( a_0 + a_1 x \) and \( a_0, a_1 \in F_p \). We calculate now the product and analyze then which operations we need to implement step 9 for \( v = 1 + x \):

\[
T_1 \cdot (x + 1) y = (a_0 + a_1 x) \cdot (x + 1) y \\
= (a_0 + a_1 x + a_0 x + a_1 x^2) y \\
= (a_0 + q - a_1 + (a_0 + a_1) x) y.
\]

Hence, we need 2 additions and 1 subtraction over the field \( F_p \) to compute \( T_1 \cdot (x + 1) y \).

Second, we exchange the multiplication in step 19: \( T_0 \cdot v = T_0 \cdot (x + 1) \). Since \( T_0 \in F_{p^2} \) this results in the same as before. Thus we need here also 2 additions and 1 subtraction over the field \( F_p \). Hence, these multiplications cost 6 additions over the field \( F_p \) and we have \( R_{p^3} = 6A_p + 2A_{p^2} = 10A_p \). All in all, we have \( M_{p^3} = 9M_{p^2} + 4A_{p^2} + R_{p^3} \).

Thus, the number of field operations for the schoolbook multiplication of two
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$F_{p^8}$ elements is:

$$M_{p^8} = 9M_{p^2} + 4A_{p^2} + R_{p^6}$$

$$= 9 \cdot (4M_p + 1A_p + R_{p^2}) + 4A_{p^2} + 10A_p$$

$$= 36M_p + 9A_p + 4 \cdot 2A_p + 9R_{p^6} + R_{p^8}$$

$$= 36M_p + 17A_p + 28A_p$$

$$= 36M_p + 45A_p.$$ 

Due to Theorem 3.2 Algorithm 4 needs three additional $F_{p^2}$ elements and due to Theorem 3.1 Algorithm 3 needs two additional $F_p$ elements. This results in a total space requirement of

$$S_{SB,p^6} = 3 \cdot 2 \cdot \frac{|p|}{n} W + 2 \cdot \frac{|p|}{n} W$$

$$= 8 \cdot \frac{|p|}{n} W$$

$$= 8 \cdot S_p$$

since an element from $F_{p^2}$ is described by two elements from $F_p$ and an element from $F_p$ needs $|p| = |\log_2(p)| + 1$ bits. Note that, although the multiplication algorithms for the cubic and quadratic extension are called several times, it is enough to add up their basic memory requirement just one time, since the algorithms are executed sequentially such that the memory space is reusable.

Part 4: Schoolbook multiplication in $F_{p^{12}}$ We will now analyze the costs of multiplication for the extension field $F_{p^{12}}$ as defined in 2.3. Since we defined $F_{p^{12}}$ as the tower $F_p \rightarrow F_{p^2} \rightarrow F_{p^6} \rightarrow F_{p^{12}}$ we can reuse the former analysis for the tower $F_p \rightarrow F_{p^2} \rightarrow F_{p^6}$ and just analyze the costs of the quadratic extension of $F_{p^6}$ namely $F_{p^{12}}$. Thus, we have to analyze the costs of Algorithm 3 running on inputs from $F_{p^{12}}$.

Lemma 3.4. Let $F_{p^{12}}$ be defined as in (2.3). Let Algorithm 3 run on inputs from $F_{p^{12}}$ then multiplication in $F_{p^{12}}$ costs $M_{p^{12}} = 144M_p + 195A_p$ and $S_{SB,p^{12}} = 20 \cdot S_p$ additional space.

Proof. Since $F_{p^{12}} := F_{p^6}[z]/(R(z))$, where $R(z) = z^2 - w$ with $w = y \mod Q(y)$, we can exchange the multiplication $T_0 \cdot u$ (at this point $u = y$) in step 5 of Algorithm 3. Let $T_0 = a_0 + a_1y + a_2y^2 \in F_{p^6}$ and let $a_2 = a_{20} + a_{21}x \in F_{p^2}$, then we have to compute:

$$T_0 \cdot v = (a_0 + a_1y + a_2y^2) \cdot y$$

$$= (a_0y + a_1y^2 + a_2y^3)$$

$$= (a_2(u + 1) + a_0y + a_1y^2)$$

$$= ([a_{20} + a_{21} + a_{21}u + a_{20}u] + a_0y + a_1y^2).$$

This multiplication just effects the values of $a_2$. The other coefficients $a_0$ and
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\(a_1\) are just shifted within the polynomial. The shifts are for free, since in step 7 we have to add this result to \(c_0\). There we can split the \(F_p^6\) addition in three \(F_p^2\) additions - which costs the same - and add up simply the correct parts of the summands in step 7. Thus, the costs for the multiplication \(T_0 \cdot y\) are just 2 additions and 1 subtraction over the base field \(F_p\).

All in all, we have \(M_{p^{12}} = 4M_p^{6} + 2A_p^{6} + 3A_p\).

Due to Lemma 3.3, Theorem 3.1 and the arguments made above the number of base field operations for the schoolbook multiplication of two \(F_p^{12}\) elements is:

\[
M_{p^{12}} = 4(36M_p^{6} + 45A_p^{6}) + 2 \cdot 6A_p + 3A_p
\]

\[
= 144M_p + 195A_p
\]

Algorithm 3 running on inputs from \(F_p^{12}\) needs memory space for the variables \(T_0\) and \(T_1\) of the type \(F_p^6\). Due to this and Lemma 3.3 the total memory requirement is:

\[
S_{SB,p^{12}} = 2 \cdot 6 \cdot \left\lfloor \frac{|p|}{n} \right\rfloor W + S_{SB,p^6}
\]

\[
= 2 \cdot 6 \cdot \left\lfloor \frac{|p|}{n} \right\rfloor W + 8 \cdot \left\lfloor \frac{|p|}{n} \right\rfloor W
\]

\[
= 20 \cdot S_p
\]

3.1.1.2 Karatsuba Multiplication in Field Towers

As in the section before, this section is structured into four parts. The first part analyses Karatsuba multiplication in quadratic extensions. The second part analyses Karatsuba multiplication in cubic extensions. In the both last parts we apply these analyses to calculate the multiplication costs for extension fields with extension degree 6 and 12.

The algorithms presented in this section are based on the algorithms for multiplying in extension fields from [2]. We modify the algorithms such that their memory usage is minimized and we prove their correctness.

Part 1: Karatsuba Multiplication in Quadratic Extensions

Algorithm 5 shows how to multiply with the Karatsuba method [21] in quadratic extensions of the form \(F_{q^2} = F_q[x]/(P(x))\) where \(P(x)\) is an irreducible binomial over \(F_q[x]\) of degree 2, e.g. \(P(x) = x^2 - u\). Each multiplication and addition of Algorithm 5 is over the field \(F_q\).

**Theorem 3.5.** Let \(F_{q^2} := F_q[x]/(P(x))\) where \(P(x) = x^2 - u\) is an irreducible binomial over \(F_q[x]\). Let \(a, b \in F_{q^2}\), then Algorithm 5 computes \(c = a \cdot b \in F_{q^2}\) with 3 multiplications, 3 additions, 2 subtractions, 1 additional multiplication due to
Algorithm 5 Karatsuba Multiplication in Quadratic Extensions

Require: \( a = a_0 + a_1 x, b = b_0 + b_1 x \in \mathbb{F}_{q^2} = \mathbb{F}_q[x]/(x^2 - u) \).
Ensure: \( c = a \cdot b = (c_0 + c_1 x) \in \mathbb{F}_{q^2} \).

1: \( T_0 \leftarrow b_0 + b_1 \)
2: \( T_1 \leftarrow a_0 + a_1 \)
3: \( T_1 \leftarrow T_1 \cdot T_0 \)
4: \( T_0 \leftarrow a_1 \cdot b_1 \)
5: \( c_0 \leftarrow a_0 \cdot b_0 \)
6: \( c_1 \leftarrow T_1 - c_0 \)
7: \( c_1 \leftarrow c_1 - T_0 \)
8: \( T_0 \leftarrow T_0 \cdot u // \) reduce: \( x^2 \equiv u \)
9: \( c_0 \leftarrow c_0 + T_0 \)
10: return \( c_0 + c_1 x \)

reduction and memory for two elements from \( \mathbb{F}_q \), i.e. \( M_{q^2} = 3M_q + 4A_q + R_{q^2} \) and \( S_{K,S,q^2} = 2 \cdot S_q \).

Proof. We split the proof in the parts correctness and complexity.

Correctness The Karatsuba method requires to compute the product of \( a \) and \( b \) in the following way:

\[
a \cdot b = a_0 \cdot b_0 + a_1 \cdot b_1 \cdot u + [(a_0 + a_1) \cdot (b_0 + b_1) - (a_0 \cdot b_0 + a_1 \cdot b_1)]x. \tag{3.1}
\]

This method requires in our case only 3 multiplications to compute \( a \cdot b \), namely \( a_0 \cdot b_0, a_1 \cdot b_1 \) and \( (a_0 + a_1) \cdot (b_0 + b_1) \). The results of the two products \( a_0 \cdot b_0 \) and \( a_1 \cdot b_1 \) are just reused. The term within the parentheses is:

\[
(a_0 + a_1) \cdot (b_0 + b_1) - (a_0 \cdot b_0 + a_1 \cdot b_1) = a_0 b_0 + a_1 b_1 + a_0 b_1 + a_1 b_0 - a_0 b_0 - a_1 b_1 = a_1 b_0 + a_0 b_1.
\]

Substituted in (3.1) we get

\[
a \cdot b = a_0 b_0 + a_1 b_1 u + [a_1 b_0 + a_0 b_1]x
\]

which is exactly what we want to compute.

One can show that Algorithm 5 computes \( a \cdot b \) according to Karatsuba’s method by substituting the result \( c_0 + c_1 x \) successively with the algorithm’s steps.

Complexity The algorithm uses 3 multiplications and 4 additions over the field \( \mathbb{F}_q \) and 1 additional multiplication and addition due to reduction over the field \( \mathbb{F}_q \), hence \( R_{q^2} = 1M_q + 1A_q \). Furthermore, it uses the two variables \( T_0 \) and \( T_1 \) that require \( 2 \cdot S_q \). □
Part 2: Karatsuba Multiplication in Cubic Extensions

Algorithm 6 shows how to multiply with the Karatsuba method in cubic extensions of the form $F_{q^3} = F_q[y]/(Q(y))$ where $Q(y)$ is an irreducible binomial over $F_q$ of degree 2, e.g. $Q(y) = y^3 - v$. Each addition and multiplication is computed over the field $F_q$.

Algorithm 6 Karatsuba Multiplication in Cubic Extensions

Require: $a = a_0 + a_1 y + a_2 y^2$, $b = b_0 + b_1 y + b_2 y^2 \in F_{q^3} = F_q[y]/(y^3 - v)$.
Ensure: $c = a \cdot b = (c_0 + c_1 y + c_2 y^2) \in F_{q^3}$.

1: Step 2-8: $t_0 = a_0 b_0 + v \cdot [(a_1 + a_2) \cdot (b_1 + b_2) - a_1 b_1 - a_2 b_2]$
2: $V_0 \leftarrow a_0 b_0, V_1 \leftarrow a_1 b_1, V_2 \leftarrow a_2 b_2$
3: $t_0 \leftarrow a_1 + a_2, t_1 \leftarrow b_1 + b_2$
4: $t_0 \leftarrow t_0 \cdot t_1$
5: $t_1 \leftarrow V_1 + V_2$
6: $t_0 \leftarrow t_0 - t_1$
7: $t_1 \leftarrow t_0 \cdot v$
8: $t_0 \leftarrow t_1 + V_0$
9: Step 10-15: $t_1 = (a_0 + a_1) \cdot (b_0 + b_1) - a_0 b_0 - a_1 b_1 + v b_2$
10: $t_1 \leftarrow a_0 + a_1, t_2 \leftarrow b_0 + b_1$
11: $t_2 \leftarrow t_1 \cdot t_2$
12: $t_1 \leftarrow t_1 - V_0$
13: $t_1 \leftarrow t_1 - V_1$
14: $t_2 \leftarrow V_2 \cdot v$
15: $t_1 \leftarrow t_1 + t_2$
16: Step 17-21: $c_2 = (a_0 + a_2) \cdot (b_0 + b_2) - a_0 b_0 - a_2 b_2 + a_1 b_1$
17: $t_2 \leftarrow a_0 + a_2, c_2 \leftarrow b_0 + b_2$
18: $c_2 \leftarrow t_2 \cdot c_2$
19: $c_2 \leftarrow c_2 - V_0$
20: $c_2 \leftarrow c_2 - V_2$
21: $c_2 \leftarrow c_2 + V_1$
22: $c_1 \leftarrow t_1$
23: $c_0 \leftarrow t_0$
24: return $c_0 + c_1 y + c_2 y^2$

Theorem 3.6. Let $F_{q^3} = F_q[y]/(Q(y))$ where $Q(y) = (y^3 - v)$ is an irreducible binomial over $F_q$. Let $a, b \in F_{q^3}$, then Algorithm 6 computes $c = a \cdot b \in F_{q^3}$ with 6 multiplications, 13 additions, 2 multiplication and 2 additions over $F_q$ due to reduction and memory for 6 elements from $F_q$, i.e. $M_{q^3} = 6M_q + 13A_q + R_{q^3}$, $R_{q^3} = 2M_q + 2A_q$ and $S_{K,q^3} = 6 \cdot S_q$.

Proof. We first prove the correctness and then the complexity of Algorithm 6.
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Correctness The Karatsuba method requires to compute the product of \(a\) and \(b\) in the following way [2]:

\[
a \cdot b = (a_0 + a_1 y + a_2 y^2) \cdot (b_0 + b_1 y + b_2 y^2)
= [(a_1 + a_2) \cdot (b_1 + b_2) - a_1 b_1 - a_2 b_2] \cdot v + a_0 b_0
+ [(a_0 + a_1) \cdot (b_0 + b_1) - a_0 b_0 - a_1 b_1 + a_2 b_2] \cdot v y
+ [(a_0 + a_2) \cdot (b_0 + b_2) - a_0 b_0 - a_2 b_2 + a_1 b_1] v^2.
\] (3.2)

This strategy requires only 6 multiplications, namely \((a_1 + a_2) \cdot (b_1 + b_2)\), \((a_0 + a_1) \cdot (b_0 + b_1)\), \((a_0 + a_2) \cdot (b_0 + b_2)\) and \(a_0 b_0\), \(a_1 b_1\) and \(a_2 b_2\).

Substituting the result \(c_0 + c_1 y + c_2 y^2\) of Algorithm 6 successively with the Algorithms steps, one can show that it calculates \(a \cdot b\) according to (3.2).

Complexity To compute the product \(a \cdot b\) Algorithm 6 needs 6 multiplications and 13 additions over the field \(\mathbb{F}_q\), 2 additional multiplications and additions over the field \(\mathbb{F}_q\) due to reduction, hence \(R_{q^3} = 2 M_q + 2 A_q\), and memory for the 6 variables \(V_0, V_1, V_2\) and \(t_0, t_1, t_2\) of the type \(\mathbb{F}_q\) that require \(6 \cdot S_q\).

Part 3: Karatsuba Multiplication in \(\mathbb{F}_{p^6}\). Here we analyze the costs of Karatsuba multiplication for the extension field \(\mathbb{F}_{p^6}\) as defined in 2.2. We defined the field \(\mathbb{F}_{p^6}\) by the tower \(\mathbb{F}_p \rightarrow \mathbb{F}_{p^2} \rightarrow \mathbb{F}_{p^6}\). Since this is a cubic extension of a quadratic extension we can apply Algorithm 6 and Algorithm 5 to compute multiplications over the field \(\mathbb{F}_{p^6}\). For that we run Algorithm 6 on inputs from \(\mathbb{F}_{p^6}\) and Algorithm 6 runs Algorithm 5 on inputs from \(\mathbb{F}_{p^2}\). According to this strategy we analyze the multiplication costs over \(\mathbb{F}_{p^6}\) by using Theorem 3.5 and Theorem 3.6.

Lemma 3.7. Let \(\mathbb{F}_{p^2}\) and \(\mathbb{F}_{p^6}\) be defined as in 2.1 and 2.2. Let Algorithm 6 run on inputs from \(\mathbb{F}_{p^6}\) and Algorithm 5 run on inputs from \(\mathbb{F}_{p^2}\) then multiplication in \(\mathbb{F}_{p^6}\) costs \(M_{p^6} = 18 M_p + 68 A_p\) and \(S_{K_{p^6}} = 14 \cdot S_p\) additional space.

Proof. Since we defined \(\mathbb{F}_{p^6}\) as \(\mathbb{F}_p[x]/(P(x))\), where \(P(x) = x^2 - u\) with \(u = -1\), we can exchange the multiplication \(T_0 \cdot u\) in step 7 of Algorithm 5 by \(p - T_0\), since \(T_0 \cdot (-1) \equiv p - T_0\). Thus, the choice of the irreducible polynomial saves one multiplication. Due to this and Theorem 3.5 we know that a multiplication in \(\mathbb{F}_{p^2}\) costs \(M_{p^2} = 3 M_p + 4 A_p + R_{p^2}\) where \(R_{p^2} = 2 A_p\).

We defined \(\mathbb{F}_{p^6}\) as \(\mathbb{F}_{p^2}[y]/(Q(y))\), where \(Q(y) = y^3 - v\) with \(v = u + 1\) and \(u = x \mod P(x)\). Therefore we can exchange the multiplications in step 7 and step 14 of Algorithm 6. In step 7 we want to compute \(t_1 \leftarrow t_0 \cdot v\) with \(t_1, t_0 \in \mathbb{F}_{p^2}\) and \(t_0 = a_0 + d_1 x\). For this we consider the multiplication with \(v = x + 1\) and
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we get:

\[ t_0 \cdot (x + 1) = t_0 \cdot x + t_0 = [d_0 + d_1x^2] + [d_0 + d_1]x = [d_0 - d_1] - [d_0 + d_1]x. \]

Hence we can exchange the multiplication \( t_0 \cdot v \) by 1 addition and 1 subtraction over the field \( \mathbb{F}_p \). The same applies to the multiplication \( t_2 \leftarrow V_2 \cdot v \) in step 14. All in all, we get that these multiplications costs 4 base field additions instead of 2 multiplications over the field \( \mathbb{F}_{p^2} \).

Due to this and Theorem 3.6 we know that a multiplication in \( \mathbb{F}_{p^2} \) costs \( M_{p^2} = 6M_p + 13A_p + R_{p^2} \).

Thus, the number of base field operations for Karatsuba multiplication of two \( \mathbb{F}_{p^2} \) elements is:

\[
M_{p^2} = 6M_p + 13A_p + R_{p^2} \\
= 6 \cdot (3M_p + 6A_p) + 26A_p + 6A_p \\
= 18M_p + 36A_p + 26A_p + 6A_p \\
= 18M_p + 68A_p.
\]

Due to Theorem 3.5 Algorithm 5 needs memory for \( 2\lceil |p|/n \rceil \) words and due to 3.6 Algorithm 6 needs memory for \( 6 \cdot 2 \cdot \lceil |p|/n \rceil \) words. This results in a total memory requirement of

\[
S_{KS,p^2} = 6 \cdot 2 \cdot \lceil |p|/n \rceil W + 2\lceil |p|/n \rceil W \\
= 14 \cdot \lceil |p|/n \rceil W \\
= 14 \cdot S_p.
\]

\[ \square \]

Part 4: Karatsuba Multiplication in \( \mathbb{F}_{p^{12}} \) Here we analyze the costs of Karatsuba multiplication over the extension field \( \mathbb{F}_{p^{12}} \) as defined in 2.3. Since we defined \( \mathbb{F}_{p^{12}} \) as a quadratic extension of the field \( \mathbb{F}_{p^6} \) we can run Algorithm 5 on inputs from \( \mathbb{F}_{p^{12}} \) to compute multiplication over \( \mathbb{F}_{p^{12}} \). Algorithm 5 then applies Algorithm 6 to compute multiplication over \( \mathbb{F}_{p^6} \). How to compute multiplications over \( \mathbb{F}_{p^6} \) we discussed in the former analysis. Hence, we can also apply the former analysis to analyze the multiplication costs over the field \( \mathbb{F}_{p^{12}} \).

Lemma 3.8. Let \( \mathbb{F}_{p^{12}} \) be defined as in (2.3). Let Algorithm 5 run on inputs from \( \mathbb{F}_{p^{12}} \) then multiplication in \( \mathbb{F}_{p^{12}} \) costs \( M_{p^{12}} = 54M_p + 237A_p \) and \( S_{KS,p^{12}} = 26 \cdot S_p \) additional space.

Proof. Since \( \mathbb{F}_{p^{12}} = \mathbb{F}_{p^6}[z]/(R(z)) \), where \( R(z) = z^2 - w \) with \( w = y \mod Q(y) \), we can exchange the multiplication \( T_0 \cdot u \) where \( u = y \) in step 8 of Algorithm 5.
Let \( T_0 = a_1b_1z^2 = (d_0 + d_1y + d_2y^2)z^2 \in \mathbb{F}_{p^2} \) and let \( d_2 = d_{20} + d_{21}x \in \mathbb{F}_{p^2} \), then we have to compute:

\[
T_0 \cdot y = (d_0 + d_1y + d_2y^2) \cdot y
= (d_0y + d_1y^2 + d_2y^3)
= (d_2(x + 1) + d_0y + d_1y^2)
= ([d_{20} + p - d_{21} + d_{21}x + d_{20}x] + d_0y + d_1y^2).
\]

This multiplication just affects the values of \( d_2 \). The other coefficients \( d_0 \) and \( d_1 \) are just shifted within the polynomial. The shifts are for free, since in step 9 we have to add \( T_0 \cdot y \) to \( c_0 \). There we are able to split the \( \mathbb{F}_{p^2} \) addition in three \( \mathbb{F}_{p^2} \) additions - which costs the same - and add up simply the correct parts of the summands in step 4. Thus, the costs for the multiplication \( T_0 \cdot y \) are just 2 additions and 1 subtraction over the base field \( \mathbb{F}_p \).

All in we have \( M_{p,12} = 3M_{p^6} + 5A_{p^6} + 3A_p \).

Due to Lemma 3.7, Theorem 3.5 and the arguments made above the number of base field operations for the schoolbook multiplication of two \( \mathbb{F}_{p^{12}} \) elements is:

\[
M_{p,12} = 3M_{p^6} + 5A_{p^6} + 3A_p
= 3(18M_p + 68A_p) + 30A_p + 3A_p
= 54M_p + 204A_p + 33A_p
= 54M_p + 237A_p.
\]

To multiply two \( \mathbb{F}_{p^{12}} \) elements we need memory for the variables \( T_0, T_1 \) as well as the memory requirement proved in Lemma 3.7:

\[
S_{KS,p,12} = 2 \cdot (6 \cdot [p/n]W) + S_{KS,p^6}
= 12 \cdot [p/n]W + 14 \cdot [p/n]W
= 26 \cdot [p/n]W
= 26 \cdot S_p.
\]

### 3.1.1.3 Schoolbook vs. Karatsuba

In the following table we summarize the results of the former analyses. Each entry shows the number of operations and the required space under a particular method and extension degree \( k \).
3.2 Elliptic Curve Arithmetic and Line Equations

<table>
<thead>
<tr>
<th>$k$</th>
<th>Schoolbook</th>
<th>Karatsuba</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>$36M_p + 45A_p, 8S_p$</td>
<td>$18M_p + 68A_p, 14S_p$</td>
</tr>
<tr>
<td>12</td>
<td>$144M_p + 193A_p, 26S_p$</td>
<td>$54M_p + 237A_p, 26S_p$</td>
</tr>
</tbody>
</table>

Table 3.1: Schoolbook multiplication vs. Karatsuba multiplication

Of course, the Schoolbook method requires for both cases more multiplications over $\mathbb{F}_p$ than the Karatsuba method. Whereas for saving multiplications the Karatsuba method requires more additions than the Schoolbook method. But usually multiplications have a much greater impact on the run time than additions, such that the Karatsuba method will require less run time than the Schoolbook method.

This is just true if one ignores the space requirements. We see that the Schoolbook method does not need as much space as the Karatsuba method. The difference between the space requirements is in both cases $6S_p$. With this difference the Schoolbook method could be nearly as efficient as the Karatsuba method or even outperform it. For $k = 6$ this is the case, if we would have that one load and store procedure of $1S_p$ is at least as expensive as $3M_p$. For $k = 12$ one load and store procedure of $1S_p$ would have to be at least as expensive as $15M_p$. Otherwise the Karatsuba method will outperform the Schoolbook method.

3.2 Elliptic Curve Arithmetic and Line Equations

This section considers the arithmetic of elliptic curves and optimizations for it. In particular we will consider ordinary elliptic curves of prime order with embedding degree 6 and 12. One optimization is to reuse temporary results of the double and add calculations for computing the line equations, see for example Algorithm 1 at line 4 and 7. Therefore this section also considers the arithmetic of the line equations. In particular we will present algorithms that compute the elliptic curve operations and line equations at once.

We will denote costs of elliptic curve operations as follows: by $A_{\text{Curve,Coord}}$ we denote the costs of an add operation for the curve "$\text{Curve}$" on coordinates of the system "$\text{Coord}$". We denote the costs of a double operation by $D_{\text{Curve,Coord}}$ where the elliptic curve and the coordinate system is specified as before. We will use the abbreviations $MNT$ and $BN$ for specific elliptic curves, $Jac$ and $Aff$ for Jacobian respectively affine coordinates. The costs for computing tangents and lines will be denoted by $T$ and $L$.

3.2.1 Jacobian Coordinates and Group law

For computing an add or double operation for elliptic curve points one may implement the formulas (2.6) and (2.7), respectively. These formulas compute elliptic curve points in affine coordinates. For that one has to compute the inverse of $(x_2 - x_1)$ respectively $2y_1$. But computing the inverse usually is more
expensive than computing a few multiplications, additions and/or subtractions. We can avoid the inversions by representing the points of an elliptic curve by Jacobian coordinates. In this case the inversions are replaced by a few multiplications, additions, and/or subtractions. We can do the calculations in Jacobian coordinates instead of affine coordinates since there exists an one-to-one transformation between these two classes of coordinates [15, Ch. 3]:

Let $K$ be a field, and let $c$ and $d$ be positive integers. One can define an equivalence relation $\sim$ on the set $K^3 \setminus \{(0,0,0)\}$ of nonzero triples over $K$ by $(X_1,Y_1,Z_1) \sim (X_2,Y_2,Z_2)$ if $X_1 = \lambda^c X_2, Y_1 = \lambda^d Y_2, Z_1 = \lambda Z_2$ for some $\lambda \in K^*$. The equivalence class containing $(X,Y,Z) \in K^3 \setminus \{(0,0,0)\}$ is $(X:Y:Z) = \{(\lambda X, \lambda^d Y, \lambda Z) : \lambda \in K^*\}$. We call $(X:Y:Z)$ a projective point, and $(X,Y,Z)$ is called a representative of $(X:Y:Z)$.

Notice that if $(X_0,Y_0,Z_0) \in (X:Y:Z)$ then $(X_0:Y_0:Z_0)$ is a representative of the projective point $(X:Y:Z)$, and in fact is the only representative with $Z$-coordinate equal to 1. Jacobian coordinates are denoted by $(X:Y:Z)$ where $c = 2$ and $d = 3$. The coordinate $(X:Y:Z)$, $Z \neq 0$, corresponds to the affine point $(X/Z^2, Y/Z^3)$ and the affine point $(X,Y)$ corresponds to the Jacobian coordinate $(X:Y:1)$. The projective form of the short Weierstrass equation defined over the field $K$ is

$$E : Y^2 = X^3 + aXZ^4 + bZ^6.$$  

The point at infinity corresponds to $(1:1:0)$, while the negative of $(X:Y:Z)$ is $(X:Y:Z)$. In the following we present the formulas for the double and add operation on Jacobian elliptic curve points. In the remainder of this thesis we will use just the notation $(X:Y:Z)$ to denote a Jacobian coordinate, irrespective if we mean the actual representative or the projective point.

**Point addition using mixed Jacobian-affine coordinates.** Note that for our purpose it is enough to use formulas for mixed Jacobian-affine coordinates, since we can simply call the Miller Algorithm (see Algorithm 1) with affine coordinates. Within the Miller-Algorithm we just copy the parameter $P$ and transform it to a Jacobian coordinate. After that, all add operations have to be computed on one Jacobian and one affine coordinate. For these we can perfectly apply the following formulas. Let $P = (X_1:Y_1:Z_1) \in E, Z_1 \neq 0$, and $Q = (X_2,Y_2)$, and suppose that $P \neq \pm Q$. Since $P = (X_1/Z_1^2:Y_1/Z_1^3:1)$, we can use the addition formula for $E$ in affine coordinates ($(2,6)$) to compute $P + Q = (X'_3:Y'_3:1)$,
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obtaining

\[ X_3' = \left( \frac{Y_2 - \frac{Y_1}{Z_1^3}}{X_2 - \frac{X_1}{Z_1^3}} \right)^2 - \frac{X_1}{Z_1^2} - X_2 = \left( \frac{Y_2 Z_1^3 - Y_1}{(X_2 Z_1^3 - X_1)Z_1} \right)^2 - \frac{X_1}{Z_1^2} - X_2 \]

and

\[ Y_3' = \left( \frac{Y_2 - \frac{Y_1}{Z_1^3}}{X_2 - \frac{X_1}{Z_1^3}} \right) \left( \frac{X_1}{Z_1^2} - X_3' \right) - \frac{Y_1}{Z_1} \left( \frac{X_1}{Z_1^2} - X_3' \right) - \frac{Y_1}{Z_1} \]

To eliminate denominators in the expression for \( X_3' \) and \( Y_3' \), we set \( X_3 = X_3' Z_3^2 \) and \( Y_3 = Y_3' Z_3^2 \) where \( Z_3 = (X_2 Z_1^3 - X_1)Z_1 \), and obtain the following formulas for computing \( P + Q = (X_3 : Y_3 : Z_3) \) in Jacobian coordinates:

\[
X_3 = (Y_2 Z_1^3 - Y_1)^2 - (X_2 Z_1^3 - X_1)^2 (X_1 + X_2 Z_1^2) \\
Y_3 = (Y_2 Z_1^3 - Y_1) [X_1 (X_2 Z_1^3 - X_1)^2 - X_3] - Y_1 (X_2 Z_1^3 - X_1)^3 \\
Z_3 = (X_2 Z_1^3 - X_1)Z_1.
\]

**Point doubling.** Let \( P = (X_1 : Y_1 : Z_1) \in E \), and suppose that \( P \neq -P \). Since \( P = (X_1/Z_1^3 : Y_1/Z_1^3 : 1) \), we can use the doubling formula for \( E \) in affine coordinates ((2.7)) to compute \( [2]P = (X_3' : Y_3' : 1) \), obtaining

\[
X_3' = \left( \frac{3 X_1^2 + a}{2 Z_1^4} \right)^2 - 2 \frac{X_1}{Z_1^2} = \left( \frac{3 X_1^2 + a Z_1^4}{2 Y_1 Z_1} \right)^2 - 8 X_1 Y_1^2 \frac{3 X_1^2 + a Z_1^4}{4 Y_1^2 Z_1^2}
\]

and

\[
Y_3' = \left( \frac{3 X_1^2 + a}{2 Z_1^4} \right) \left( X_1 - X_3' \right) - \frac{Y_1}{Z_1} \left( X_1 - X_3' \right) - \frac{Y_1}{Z_1}.
\]

These formulas are derived by substituting the variables \( x_1, x_3 \) and \( y_1 \) in (2.7) by \( X_1/Z_1^3, X_3' \) and \( Y_1/Z_1^3 \). To eliminate the denominators in the expression for \( X_3' \) and \( Y_3' \), we set \( X_3 = X_3' Z_3^2 \) and \( Y_3 = Y_3' Z_3^2 \) where \( Z_3 = 2Y_1 Z_1 \), and obtain the following formulas for computing \( [2]P = (X_3 : Y_3 : Z_3) \) in Jacobian coordinates:

\[
X_3 = (3X_1^2 + a Z_1^4)^2 - 8 X_1 Y_1^2 \\
Y_3 = (3X_1^2 + a Z_1^4)(4X_1 Y_1^2 - X_3) - 8 Y_1^4 \\
Z_3 = 2Y_1 Z_1.
\]
### 3.2.2 Line Equations

During the Miller loop one has to evaluate the tangent \( l_{T,T} \), the line \( l_{T,P} \), such as the vertical lines \( v_{2T} \) and \( v_{T+P} \) at a specific point. Due to denominator elimination we can ignore the calculation of the vertical lines [3], thus we only consider formulas for the line equations. In the following we give the line and tangent equations in affine coordinates and show how to transform the line equation into mixed Jacobian-affine coordinates and the tangent equation into Jacobian coordinates.

#### Line through \( T \) and \( P \)  

The equation for a line \( l_{T,P} \) where \( T = (x_1, y_1) \) and \( P = (x_2, y_2) \) are affine coordinates is as follows:

\[
l_{T,P}(x, y) = y - y_2 - \frac{y_2 - y_1}{x_2 - x_1} \cdot (x - x_1). \tag{3.5}
\]

For mixed Jacobian-affine coordinates \( T = (X_1 : Y_1 : Z_1) \) and \( P = (X_2, Y_2) \) we get:

\[
l_{T,P}(x, y) = y - Y_2 - \frac{Y_2 - Y_1}{X_2 - X_1} \cdot (x - X_2). \tag{3.6}
\]

To eliminate the denominators we multiply the equation by \((X_2 - X_1)\) and \(Z_1^2\). Note, as before, these multiplications are just multiplications by constants that does not change the zeros of \( l_{T,P}(x, y) \), e.g. the divisor of \( l_{T,P}(x, y) \) does not change. Thus we get:

\[
l_{T,P}(x, y) = (y - Y_2)(X_2 Z_1^2 - X_1)Z_1 - (Y_2 Z_1^3 - Y_1)(x - X_2). \tag{3.6}
\]

#### Tangent at \( T \)  

The equation for a tangent \( l_{T,T} \) where \( T = (x_1, y_1) \) is an affine coordinates is as follows:\(^1\):

\[
l_{T,T}(x, y) = y - y_1 - \left( \frac{3x_1^2 + a}{2y_1} \right)(x - x_1). \tag{3.7}
\]

For a Jacobian coordinate \( T = (X_1 : Y_1 : Z_1) \) we get:

\[
l_{T,T}(x, y) = y - \frac{Y_1}{Z_1^3} - \left( \frac{3X_1^2 + a}{2Y_1 Z_1^2} \right)(x - X_1). \tag{3.7}
\]

To eliminate denominators we multiply the equation by \(2Y_1 Z_1^2\) and \(Z_1^6\). Note, as before, these multiplications are just multiplications by constants that does not change the zeros of \( l_{T,T}(x, y) \).

\(^1\)The variable \( a \) belongs to \( E : y^2 = x^3 + ax + b \)
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not change the divisor of \( l_{T,T}(x, y) \). Thus we get:

\[
l_{T,T}(x, y) = (yZ_1^3 - Y_1)(2Y_1) - (3X_1^2 + aZ_1^4)(xZ_1^2 - X_1).
\] (3.8)

3.2.3 Computing Point Operations and Line Equations

In this section we present algorithms that compute point addition and doubling as well as the line equations on Jacobian coordinates. Some algorithms are taken from Explicit-Formulas-Database that is due to Daniel J. Bernstein and Tanja Lange [5]. We will modify these algorithms such that their memory usage is reduced.

At first we will analyze the algorithms costs for arbitrary embedding degrees. In the next step we will consider two special elliptic curve families with embedding degree 6 and 12. For these explicit embedding degrees we will analyze the costs by applying the general analysis.

3.2.3.1 Computing \( T + P \) and \( l_{T,P}(Q) \)

By looking at the formulas for computing \( T + P \) and \( l_{T,P}(Q) \) we note that this operations are independent of the curves parameters \( a \) and \( b \) (see (3.3) and (3.6)). Therefore, we can design an algorithm that computes \( T + P \) and \( l_{T,P}(Q) \) for any curve of the form \( E : y^2 = x^3 + ax + b \).

**Theorem 3.9.** Let \( k \in \mathbb{N} \), \( T = (X_1 : Y_1 : Z_1) \in \mathbb{F}_{q^3}^3 \), \( P = (X_2, Y_2) \in \mathbb{F}_{q^2}^2 \), \( Q = (X_4, Y_4) \in \mathbb{F}_{q^k}^2 \) then computing \( T + P \) and \( l_{T,P}(Q) \) costs 
\( A_{\text{Curve}, \text{Jac}} = 12M_q + 6A_q \) and 
\( L_{\text{Curve}, \text{Jac}} = (2k)M_q + 1A_{q^k} + 2A_q \) with a space requirement of 
\( S_{\text{Curve}, \text{Jac,add}} = 1S_{q^k} + 7S_q \).

**Proof.** Algorithm 7 computes two results. At first it computes the add operation \( T + P \) on Jacobian coordinates for elliptic curves of the form \( E : y^2 = x^3 + ax + b \). Second, it evaluates the line through \( T \) and \( P \) at the affine point \( Q \). For this, the algorithm implements (3.3) and (3.6).
Algorithm 7 Jacobian-affine Point Adding and Line Evaluation

Require: $T = (X_1 : Y_1 : Z_1) \in \mathbb{F}_q^3, P = (X_2, Y_2) \in \mathbb{F}_q^2, Q = (X_4, Y_4) \in \mathbb{F}_q^2, E: y^2 = x^3 + ax + b$

Ensure: $T + P = (X_3 : Y_3 : Z_3) \in \mathbb{F}_q^3, t_T, P(Q) = L \in \mathbb{F}_q$

1: /* *** Point Adding *** */
2: $A \leftarrow Z_1^3$
3: $B \leftarrow X_2 \cdot A$
4: $C \leftarrow X_1 + B$
5: $u_1 \leftarrow B - X_1$
6: $D \leftarrow u_1^2$
7: $C \leftarrow D \cdot C$
8: $t_0 \leftarrow A \cdot Z_1$
9: $t_0 \leftarrow Y_2 \cdot t_0$
10: $E \leftarrow t_0 - Y_1$
11: $t_0 \leftarrow E^2$
12: $C \leftarrow t_0 - C$
13: $t_0 \leftarrow X_1 \cdot D$
14: $t_0 \leftarrow t_0 - C$
15: $B \leftarrow E \cdot t_0$
16: $t_0 \leftarrow D \cdot u_1$
17: $t_0 \leftarrow Y_1 \cdot t_0$
18: $Y_3 \leftarrow B - t_0$
19: $Z_3 \leftarrow u_1 \cdot Z_1$
20: /* *** Line Evaluation *** */
21: $L \leftarrow Y_4 - Y_2$
22: $L \leftarrow L \cdot Z_3$
23: $T_0 \leftarrow X_4 - X_2$
24: $T_0 \leftarrow T_0 \cdot E$
25: $L \leftarrow L - T_0$
26: $X_3 \leftarrow C$
27: return $(X_3, Y_3, Z_3), L$

Correctness At the end we have

\[
\begin{align*}
X_3 &= (Y_2 Z_1^3 - Y_1)^2 - (X_2 Z_1^2 - X_1)^3 \cdot (X_1 + X_2 Z_1^2), \\
Y_3 &= (Y_2 Z_1^3 - Y_1)^2 \cdot [X_1 (X_2 Z_1^2 - X_1)^2 - X_3] - Y_1 (X_2 Z_1^2 - X_1)^3, \\
Z_3 &= (X_2 Z_1^2 - X_1) Z_1 \\
L &= (Y_4 - Y_2) Z_3 - (X_4 - X_2) (Y_2 Z_1^3 - Y_1) \\
&= (Y_4 - Y_2) (X_2 Z_1^2 - X_1) Z_1 - (X_4 - X_2) (Y_2 Z_1^3 - Y_1),
\end{align*}
\]

which exactly match (3.3) and (3.6).
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**Complexity** For computing the add operation $T + P$ the algorithm needs $A_{Curve,Jac} = 12M_q + 5A_q$. Evaluating the line through $T$ and $P$ at the point $Q$ costs $L_{Curve,Jac} = (2k)M_q + 1A_qk + 2A_q$, where the operations in line 22 and 24 are scalar multiplications which cost $kM_q$ each, since multiplying an $F_q$ and $F_{q^k}$ element can be implemented by $k$ multiplications over $F_q$. The operations in line 21 and 23 are simple subtractions over $F_q$ and the subtraction in line 25 costs $1A_qk$. The algorithm requires space for the variables $A, B, C, D, E, t_0, u_1$ of type $F_q$ and $T_0$ of type $F_{q^k}$. Thus the total space requirement is $S_{Curve,Jac,add} = 1S_{q^k} + 7S_q$.

\[ \text{Theorem 3.10.} \] Let $P = (X_1 : Y_1 : Z_1) \in \mathbb{F}_q^3$, $Q = (X_2, Y_2) \in \mathbb{F}_{q^k}^2$ then computing $[2]P$ and $l_{P,P}(Q)$ costs $D_{Curve,Jac} = 8M_q + 16A_q$ and $T_{Curve,Jac} = (3k)M_q + 1M_q + 1A_qk + 3A_q$ with a space requirement of $S_{Curve,Jac,dbl} = 1S_{q^k} + 6S_q$.

**Proof.** Algorithm 8 computes two results. At first it computes the double operation $[2]P$ on Jacobian coordinates for elliptic curves of the form $E : y^2 = x^3 - 3x + b$. Second, it evaluates the tangent at $P$ at the affine point $Q$. The double part of Algorithm 8 is due to Daniel Bernstein [5] and is denoted by $dbl-2001-b$. This is, the algorithm implements (3.4) and (3.8) for $a = -3$.

3.2.3.2 Computing $[2]P$ and $l_{P,P}(Q)$

Computing $[2]P$ and $l_{P,P}(Q)$ depends on the curves parameter $a$ (see 3.4 and 3.8). Most families of elliptic curves have $a = -3$ or $a = 0$. In the following we present algorithms for these two cases. We begin with the case $a = -3$. 

\[ \text{Theorem 3.10.} \] Let $P = (X_1 : Y_1 : Z_1) \in \mathbb{F}_q^3$, $Q = (X_2, Y_2) \in \mathbb{F}_{q^k}^2$ then computing $[2]P$ and $l_{P,P}(Q)$ costs $D_{Curve,Jac} = 8M_q + 16A_q$ and $T_{Curve,Jac} = (3k)M_q + 1M_q + 1A_qk + 3A_q$ with a space requirement of $S_{Curve,Jac,dbl} = 1S_{q^k} + 6S_q$.

**Proof.** Algorithm 8 computes two results. At first it computes the double operation $[2]P$ on Jacobian coordinates for elliptic curves of the form $E : y^2 = x^3 - 3x + b$. Second, it evaluates the tangent at $P$ at the affine point $Q$. The double part of Algorithm 8 is due to Daniel Bernstein [5] and is denoted by $dbl-2001-b$. This is, the algorithm implements (3.4) and (3.8) for $a = -3$. 
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**Require:** \( P = (X_1 : Y_1 : Z_1) \in \mathbb{F}_q^3, Q = (X_2, Y_2) \in \mathbb{F}_q^2, E : y^2 = x^3 - 3x + b \)

**Ensure:** \( 2P = (X_3 : Y_3 : Z_3) \in \mathbb{F}_q^3, t_P(P) = L \in \mathbb{F}_q^3 \)

1: /* *** Point Doubling *** */
2: \( A \leftarrow Z_1^2 \)
3: \( B \leftarrow Y_1^2 \)
4: \( C \leftarrow X_1 \cdot B \)
5: \( t_0 \leftarrow X_1 - A \)
6: \( t_1 \leftarrow X_1 + A \)
7: \( t_0 \leftarrow t_0 \cdot t_1 \)
8: \( D \leftarrow t_0 + t_0, D \leftarrow D + t_0 \)
9: \( t_0 \leftarrow D^2 \)
10: \( t_1 \leftarrow C + C, t_2 \leftarrow t_1 + t_1, t_1 \leftarrow t_2 + t_2 \)
11: \( C \leftarrow t_0 - t_1 \)
12: \( t_0 \leftarrow Y_1 + Z_1 \)
13: \( t_0 \leftarrow t_0^2 \)
14: \( t_0 \leftarrow t_0 - B \)
15: \( Z_3 \leftarrow t_0 - A \)
16: \( t_0 \leftarrow t_2 - C \)
17: \( t_1 \leftarrow B^2 \)
18: \( t_1 \leftarrow t_1 + t_1, t_1 \leftarrow t_1 + t_1, t_1 \leftarrow t_1 + t_1 \)
19: \( t_2 \leftarrow D \cdot t_0 \)
20: \( Y_3 \leftarrow t_2 - t_1 \)
21: /* *** Tangent Evaluation *** */
22: \( t_2 \leftarrow Z_3^2 \cdot A \)
23: \( t_2 \leftarrow t_2 \cdot Y_2 \)
24: \( L \leftarrow t_2 - B \)
25: \( L \leftarrow L - B \)
26: \( t_2 \leftarrow X_3 \cdot A \)
27: \( t_2 \leftarrow t_2 - X_1 \)
28: \( t_2 \leftarrow D \cdot t_2 \)
29: \( L \leftarrow L - t_2 \)
30: \( X_3 \leftarrow C \)
31: return \( (X_3 : Y_3 : Z_3), L \)
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Correctness  At the end we have
\[
X_3 = [3(X_1 - Z_1^2)(X_1 + Z_1^2)]^2 - 8X_1Y_1^2 \\
= (3X_1^2 - 3Z_1^4)^2 - 8X_1Y_1^2,
\]
\[
Y_3 = 3(X_1 - Z_1^2)(X_1 + Z_1^2)(4X_1Y_1^2 - X_3) - 8Y_1^4 \\
= (3X_1^2 - 3Z_1^4)(4X_1Y_1^2 - X_3) - 8Y_1^4,
\]
\[
Z_3 = (Y_1 + Z_1)^2 - Y_1^2 - Z_1^2 \\
= 2Y_1Z_1 and \\
L = Z_3Z_1Y_2 - 2Y_1^2 - 3(X_1 - Z_1^2)(X_1 + Z_1^2)(X_2Z_1^2 - X_1) \\
= 2Y_1Z_1Z_1Y_2 - 2Y_1^2 - (3X_1^2 - 3Z_1^4)(X_2Z_1^2 - X_1) \\
= (Z_1Y_2 - Y_1)(2Y_1) - (3X_1^2 - 3Z_1^4)(X_2Z_1^2 - X_1)
\]
which exactly match (3.4) and (3.8).

Complexity  For computing $[2]P$ Algorithm 8 needs $8M_q$ and $16A_q$. For evaluating $l_p,p(Q)$ the algorithm needs $(3k)M_q + 1M_q + 1A_q^q + 3A_q$ where the operations in line 22, 24-25 and 27 are counted as operations over $\mathbb{F}_q$, the multiplications in line 23, 26 and 28 are scalar multiplications which cost $(3k)M_q$ and the subtraction in line 29 costs $1A_q^q$. The algorithm uses the variables $A, B, C, D, t_0, t_1$ of type $\mathbb{F}_q$ and $t_2$ of type $\mathbb{F}_q^k$. Thus the total space requirement is $S_{\text{Curve, Jac, dbl}} = 1S_q + 6S_q$.

Now we consider the algorithm for the case $a = 0$.

Theorem 3.11. Let $P = (X_1 : Y_1 : Z_1) \in \mathbb{F}_q^3$, $Q = (X_2, Y_2) \in \mathbb{F}_q^2$ then computing $[2]P$ and $l_p,p(Q)$ costs $D_{\text{Curve, Jac}} = 7M_q + 14A_q$ and $T_{\text{Curve, Jac}} = (3k)M_q + 2M_q + 3A_q^q + 3A_q$ with a space requirement of $S_{\text{Curve, Jac, dbl}} = 2S_q + 8S_q$.

Proof. Algorithm 9 computes two results. At first it computes the double operation $[2]P$ on Jacobian coordinates for elliptic curves of the form $E : y^2 = x^3 + b$. Second, it evaluates the tangent at $P$ at the affine point $Q$. This is, the algorithm implements (3.4) and (3.8). The double part of Algorithm 9 is due to Tanja Lange [5] which is denoted as $\text{dbl-2009-l}$ within the Explicit-Formula Database (EFD).
Algorithm 9 Jacobian Point Doubling (dbl-2009-l) and Tangent Evaluation

Require: $P = (X_1 : Y_1 : Z_1) \in \mathbb{F}_{q^2}^3, Q = (X_2, Y_2) \in \mathbb{F}_{q^2}^2, E : y^2 = x^3 + b$

Ensure: $[2]P = (X_3 : Y_3 : Z_3) \in \mathbb{F}_{q^1}^3, l_P(P) = L \in \mathbb{F}_{q^1}$

1: /* *** Point Doubling *** */
2: $A \leftarrow X_1^2$
3: $B \leftarrow Y_1^2$
4: $C \leftarrow B^2$
5: $t_0 \leftarrow X_1 + B$
6: $t_0 \leftarrow t_0^2$
7: $t_0 \leftarrow t_0 - A$
8: $t_0 \leftarrow t_0 - C$
9: $D \leftarrow t_0 + t_0$
10: $E \leftarrow A + A, E \leftarrow E + A$
11: $F \leftarrow E^2$
12: $t_0 \leftarrow D + D$
13: $F \leftarrow F - t_0$
14: $t_0 \leftarrow 4((X_1 + Y_1^2)^2 - X_1^2 - Y_1^2)$
15: $F \leftarrow X_3 = (3X_1^2)^2 - 4((X_1 + Y_1^2)^2 - X_1^2 - Y_1^2)$
16: $t_0 \leftarrow C + C, t_1 \leftarrow t_1 + t_1$
17: $Y_3 \leftarrow t_1$
18: $t_0 \leftarrow Y_1 \cdot Z_1$
19: $E \leftarrow 2 \cdot t_0$
20: /* *** Tangent Evaluation *** */
21: $C \leftarrow Z_1^2$
22: $t_0 \leftarrow Z_1 \cdot C$
23: $L \leftarrow t_0 \cdot Y_2$
24: $B \leftarrow B + B$
25: $L \leftarrow L - B$
26: $T_2 \leftarrow C \cdot X_2$
27: $T_2 \leftarrow T_2 - X_1$
28: $T_2 \leftarrow T_2 - A$
29: $T_3 \leftarrow T_2 + T_2$
30: $T_3 \leftarrow T_3 + T_2$
31: $L \leftarrow L - T_3$
32: $X_3 \leftarrow F, Z_3 \leftarrow E$
33: return $(X_3 : Y_3 : Z_3), L$
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Correctness At the end we have
\[
X_3 = (3X_1^2)^2 - 4[(X_1 + Y_1^2)^2 - X_1^2 - Y_1^4]
= (3X_1^2)^2 - 8X_1Y_1^2,
\]
\[
Y_3 = 3X_1^2(2[(X_1 + Y_1^2)^2 - X_1^2 - Y_1^4] - X_3) - 8Y_1^4
= 3X_1^2(4X_1Y_1^2 - X_3) - 8Y_1^4,
\]
\[
Z_3 = 2Y_1Z_1 \text{ and}
\]
\[
L = Z_3Z_1^2Y_2 - 2Y_1^2 - 3(Z_1^2X_2 - X_1)X_1^2
= (Z_3^2Y_2 - Y_1)(2Y_1) - 3(Z_1^2X_2 - X_1)X_1^2,
\]
which exactly match (3.4) and (3.8).

Complexity For the double operation the algorithm needs $D_{\text{Curve,Jac}} = 7M_q + 14A_q$. Evaluating the tangent costs $T_{\text{Curve,Jac}} = (3k)M_q + 2M_q + 3A_{q^k} + 3A_q$, where the lines 21-22, 24-25 and 27 are operations over the field $\mathbb{F}_q$, the lines 23, 26 and 28 are scalar multiplications which cost $(3k)(M_q)$. The operations in line 29-31 are operations over $\mathbb{F}_{q^k}$. The algorithm requires space for the variables $A, B, C, D, E, F, t_0, t_1$ and $T_2, T_3$ of the type $\mathbb{F}_q$ respectively $\mathbb{F}_{q^k}$. This results in a total space requirement of $S_{\text{Curve,Jac,dbl}} = 2S_{q^k} + 8S_q$.

3.2.4 MNT and BN Curves

In this section we introduce two families of curves: The MNT-curves introduced by Miyaji, Nakabayashi and Takano in [23] and the BN-curves introduced by Barreto and Naehrig in [4]. We choose these curves since they are ordinary curves of prime order with embedding degree 6 and 12. We will analyse the costs for these special curves by applying the analyses of the former section.

3.2.4.1 MNT Curve

MNT-curves are ordinary elliptic curves of prime order and have embedding degree $k = 3, 4, 6$. Since we are just interested in the case $k = 6$ the following definition omits the properties for the other embedding degrees.

Definition 3.12 (MNT-Curves). [18, Ch. 2] Let $E : y^2 = x^3 + ax + b$ be an ordinary elliptic curve with trace $t(l)$, prime order $r(l)$ and $p(l)$ the characteristic of $\mathbb{F}_p$ parametrized by:

$t(l) = 1 + 2l$

$r(l) = 4l^2 + 2l + 1$

$p(l) = 4l^2 + 1 > 64$

where $l \in \mathbb{N}$. Such a curve is called an MNT-curve and has embedding degree $k = 6$. 
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Analysis We can now analyse how expensive it is to compute the point operations and line evaluations on MNT curves. For this we have to set the parameter $Q$ of Algorithm 7 and Algorithm 8 to a point from $E(F_{p^3})$. This is, $Q = (x, y)$ with $x, y \in F_{p^2}$ where in the worst case each coefficient of $x$ and $y$ is unequal to 0. We can also choose $Q$ from a special subgroup of $E(F_{p^3})$ such that not every coefficient of $x$ and $y$ is unequal to 0. Since multiplications by 0 do not have to be computed we will get more efficient algorithms. We can define such subgroups by working with twists on elliptic curves. For a definition of twists see [18, Ch. 2].

An MNT curve admits a twist of degree 2 over $F_{p^3}$, namely $E'(F_{p^3}) : T^2y^2 = x^3 + ax + b$ [18, Ch. 2]. Remember that $T = x \mod P(x)$, see (2.1). The isomorphism $E'(F_{p^3})[r] \rightarrow E(F_{p^3})[r]$ is given by $(x, y) \mapsto (x, yT)$. This is, a point $Q' = (x, y) \in E(F_{p^3})[r]$ can be mapped to a point $Q = (x, yT) \in E(F_{p^3})[r]$, but $x$ and $yT$ each has only 3 instead of 6 coefficients unequal to 0. Thus, the isomorphism maps to a subgroup of $E(F_{p^3})[r]$. Since we do not count multiplications by 0 we can save some multiplications in Algorithm 7 and Algorithm 8 by starting them on a point $Q = (x, yT) \in E(F_{p^3})[r]$. This we will analyse next.

Lemma 3.13. Let $T = (X_1 : Y_1 : Z_1) \in F_{p^3}^3$, $P = (X_2, Y_2) \in F_{p^3}^2$, $Q = (X_4, Y_4) = (x, yT) \in F_{p^3}^2$, $(x, y) \in F_{p^3}^2$ then computing $T + P$ and $T, P(Q)$ costs $A_{MNT,Jac} = 12M_p + 6A_p$ and $L_{MNT,Jac} = 7M_p + 8A_p$ with a space requirement of $S_{MNT,Jac,add} = 1S_{p^3} + 7S_p$.

Proof. We run Algorithm 7 with input $T, P$ and $Q$ as defined above. The point addition analysis is the same as in Theorem 3.9. Therefore we have only to consider the line evaluation part. We have that $X_4 = x$ and $Y_4 = yT$ where each variable has only 3 coefficients unequal to 0. Thus, the subtractions in line 21 and 23 cost just 2 additions over $F_{p^3}$. After computing line 21 and 23 the variable $L$ has at most 4 coefficients unequal to 0 and the variable $T_0$ has at most 3 coefficients unequal to 0. Thus the multiplication in line 22 costs at most $4M_p$ and the multiplication in line 24 costs at most $3M_p$. The subtraction in line 25 costs at most $6A_p$. All in all, we have $L_{MNT,Jac} = 7M_p + 8A_p$. According to Theorem 3.9 the space requirement is $S_{MNT,Jac,add} = 1S_{p^3} + 7S_p$.

Lemma 3.14. Let $P = (X_1 : Y_1 : Z_1) \in F_{p^3}^3$, $Q = (X_2, Y_2) = (x, yT) \in F_{p^3}^2$, $(x, y) \in F_{p^3}^2$ then computing $2[P]$ and $T, P(Q)$ costs $D_{MNT,Jac} = 8M_p + 16A_p$ and $T_{MNT,Jac} = 7M_p + 9A_p$ with a space requirement of $S_{MNT,Jac,dbl} = 1S_{p^3} + 6S_p$.

Proof. We run algorithm Algorithm 8 with input $P$ and $Q$ as defined above. The point doubling analysis is the same as in Theorem 3.10. Therefore we have only to consider the tangent evaluation part. Again, we have $X_4 = x$ and $Y_4 = yT$ where each variable has only 3 coefficients unequal to 0. Thus, the multiplications in line 23 and 26 cost $6M_p$ and the subtractions in line 24, 25 and 27 cost $3A_p$. The multiplication in line 28 costs $1M_p$ and the subtraction in line 29 costs $6A_p$. The multiplication in line 22 costs $1M_p$. All in all we have $T_{MNT,Jac} = 7M_p + 9A_p$. According to Theorem 3.10 the space requirement is $S_{MNT,Jac,dbl} = 1S_{p^3} + 6S_p$.  
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3.2 Elliptic Curve Arithmetic and Line Equations

3.2.4.2 BN Curve

BN-curves are ordinary elliptic curves of prime order and have embedding degree \( k = 12 \).

Definition 3.15 (BN-curves). [10] Let \( E : y^2 = x^3 + b \), with \( b \neq 0 \) be an elliptic curve with trace \( t(l) \), prime order \( r(l) \) and \( p(l) \) the characteristic of \( \mathbb{F}_p \) parametrized by:

\[
\begin{align*}
t(l) &= 6l^2 + 1 \\
r(l) &= 36l^4 - 36l^3 + 18l^2 - 6l + 1 \\
p(l) &= 36l^4 - 36l^3 + 24l^2 - 6l + 1,
\end{align*}
\]

where \( l \in \mathbb{N} \). Such a curve is called a Barreto-Naehrig curve and has embedding degree \( k = 12 \).

Note that this curve is completely defined by the parameter \( l \). Barreto and Naehrig also presents an efficient algorithm in [4] how to generate \( b, t, r, p \) where the size of the curves order can be chosen.

Analysis For BN curves we can do the same as for MNT curves, instead of choosing \( Q \) from the group \( E(\mathbb{F}_{p^2}) \) we will consider a special subgroup.

A BN curve admits a twist of degree 6 over \( \mathbb{F}_{p^2} \), namely \( E'(\mathbb{F}_{p^2}) : y^2 = x^3 + 3x/\xi \). The isomorphism \( E'(\mathbb{F}_{p^2})[r] \to E(\mathbb{F}_{p^2})[r] \) is given by \( (x, y) \mapsto (xU^2, yU^3) \) [18, Ch. 2, Ch. 7]. Remember that \( U = z \mod R(z) \), see (2.3). This means, a point \( Q' = (x, y) \in E'(\mathbb{F}_{p^2})[r] \) can be transformed to a point \( Q = (xU^2, yU^3) \in E(\mathbb{F}_{p^2})[r] \), where \( xU^2 \) and \( yU^3 \) each has only 2 instead of 12 coefficients unequal to 0. Thus, by running Algorithm 7 and Algorithm 9 on a point \( Q = (xU^2, yU^3) \in E(\mathbb{F}_{p^2})[r] \) we can save some multiplications. This we will analyse next.

Lemma 3.16. \( T = (X_1 : Y_1 : Z_1) \in \mathbb{F}_{p^3}, P = (X_2, Y_2) \in \mathbb{F}_{p^2}, Q = (X_3, Y_4) = (xU^2, yU^3) \in \mathbb{F}_{p^2}, (x, y) \in \mathbb{F}_{p^2} \) then computing \( T + P \) and \( \mathcal{L}_{T,P}(Q) \) costs \( A_{BN,Jac} = 12M_p + 6A_p \) and \( \mathcal{L}_{BN,Jac} = 6M_p + 8A_p \) with a space requirement of \( S_{BN,Jac,add} = 1S_{p^2} + 7S_p \).

Proof. We run Algorithm 7 with the input \( T, P \) and \( Q \) as defined above. The analysis for the point addition part is as in Theorem 3.9. Therefore we have only to consider the line evaluation part. We have that \( X_3 = xU^2 \) and \( Y_4 = yU^3 \) where each variable has only 2 coefficients unequal to 0. Thus, the subtractions in line 21 and 23 cost just 2 additions over \( \mathbb{F}_p \). After computing line 21 and 23, \( L \) and \( T_0 \) have at most 3 coefficients unequal to 0. Thus, the multiplications in line 22 and 24 cost at most 6 multiplications over \( \mathbb{F}_p \) and the subtraction in line 25 costs at most 6 additions over \( \mathbb{F}_p \). All in all, we have \( \mathcal{L}_{BN,Jac} = 6M_p + 8A_p \). According to Theorem 3.9 the space requirement is \( S_{BN,Jac,add} = 1S_{p^2} + 7S_p \). \( \square \)
Lemma 3.17. Let \( P = (X_1:Y_1:Z_1) \in \mathbb{F}_{p^3}^3 \), \( Q = (X_2,Y_2) = (xU^2,yU^3) \in \mathbb{F}_{p^{12}}^2 \), \((x,y) \in \mathbb{F}_{p^2}^2 \) then computing \( [2]P \) and \( l_P,p(Q) \) costs \( D_{BN,\text{Jac}} = 7M_p + 14A_p \) and \( T_{BN,\text{Jac}} = 9M_p + 15A_p \) with a space requirement of \( S_{BN,\text{Jac,dbl}} = 2S_{p^{12}} + 8S_p \).

Proof. We run Algorithm 9 with the input \( P \) and \( Q \) as defined above. The analysis for the point doubling part is as in Theorem 3.11. Therefore we have only to consider the tangent evaluation part. We have that \( X_2 = xU^2 \) and \( Y_2 = yU^3 \) where each variable has only 2 coefficients unequal to 0. Thus, the multiplications in line 23 and 26 cost just 4 multiplications over \( \mathbb{F}_p \) and the multiplication in line 28 costs at most 3 multiplications over \( \mathbb{F}_p \), since \( T_2 \) has at most 3 coefficients unequal to 0. The subtractions in line 25 and 27 cost 2 additions over \( \mathbb{F}_p \), the additions in the lines 29-30 cost at most 6 additions over \( \mathbb{F}_p \) and the subtraction in line 31 costs at most 6 additions over \( \mathbb{F}_p \). The operations in the lines 21, 22 and 24 cost \( 2M_p + 1A_p \). All in all, we have \( T_{BN,\text{Jac}} = 9M_p + 15A_p \). According to Theorem 3.11 we have a total space requirement of \( S_{BN,\text{Jac,dbl}} = 2S_{p^{12}} + 8S_p \). \( \square \)

3.3 Bilinear Pairing Computation

This section analyses the costs of the Tate pairing. In particular we concentrate on the Miller operation of the pairing and we do not analyze the costs of the final exponentiation. We denote the costs as follows: \( P_{Tate,r,k} \) is the number of operations of the bilinear pairing \( t_r \) (see Definition 2.28) of embedding degree \( k \). The costs of the final exponentiation are denoted by \( E \).

3.3.1 Tate Pairing

In the following we will use the notations \(|r|\) and \( h(r)\) which denote the description length of \( r \)'s binary representation and the Hamming weight of \( r \), see also Section 2.1.

Theorem 3.18. Let \( P = (X_1,Y_1) \in \mathbb{F}_q^2 \), \( Q = (X_2,Y_2) \in \mathbb{F}_q^2 \) then computing \( t_r(P,Q) \) costs

\[
P_{Tate,r,k} = \left( |r| - 1 \right) \cdot \left( D_{\text{Curve,Coords}} + T_{\text{Curve,Coords}} + 2M_q^k \right) +
+ (h(r) - 2) \cdot \left( A_{\text{Curve,Coords}} + L_{\text{Curve,Coords}} + 1M_q^k \right) + E
\]

and requires \( S_{Tate,k} = 2S_{q^k} + 2S_q + \max(S_{\text{Curve,Jac,add}},S_{\text{Curve,Jac,dbl}},S_{\text{Mul,q^k}}) \) additional space, where \( r \) is the curves prime order and \( k \) specifies the embedding degree.

Proof. The following algorithm is taken from [18, Ch. 7]. We omitted the detailed strategy how to implement the final exponentiation, since this is not a part of this thesis.
Algorithm 10 Reduced Tate Pairing

Require: $P = (X_1, Y_1) \in F_q^2$, $Q = (X_2, Y_2) \in F_{q^k}^2$, curve prime order $r \in \mathbb{N}$ with $r | (q^k - 1)$

Ensure: $f = t_r(P, Q) \in F_{q^k}^*$

1: Write $r$ in binary: $r = \sum_{i=0}^{L-1} r_i 2^i$.
2: $T \leftarrow P$, $f \leftarrow 1$
3: /* *** Miller Operation *** */
4: for $i$ from $L - 2$ down to 0 do
5: $L \leftarrow l_T(T(Q))$
6: $T \leftarrow 2T$
7: $f \leftarrow f^2$
8: $f \leftarrow f \cdot L$
9: if $r_i = 1$ and $i \neq 0$ then
10: $L \leftarrow l_T,(P(Q))$
11: $T \leftarrow T + P$
12: $f \leftarrow f \cdot L$
13: /* *** Final Exponentiation *** */
14: $f \leftarrow f^{(p^k - 1)/r}$
15: return $f$

The algorithm consists of the parts *Miller Operation* and *Final Exponentiation*. We denote the latter parts complexity by $E$ and will not analyze it further.

Within the Miller Operation the lines 5-8 are executed $|r| - 1$ times, since the leading 1 of the binary representation of $r$ is skipped. The number of executions of the if-block depends on the Hamming weight of $r$. Since (1) $r$ is an odd prime, the least significant bit of $r$ is always 1 which makes the if-condition *FALSE* and (2) the leading bit of $r$ is always skipped, the if-block is executed $h(r) - 2$ times.

The lines 5-8 consist of a tangent evaluation, a point doubling and two multiplications over the field $F_{q^k}$ and cost $T_{Curve,Coords} + D_{Curve,Coords} + 2 M_{q^k}$. The lines 10-12 consist of a line evaluation, a point addition and one multiplication over the field $F_{q^k}$ and cost $A_{Curve,Coord} + L_{Curve,Coords} + 1 M_{q^k}$. This results in the overall costs stated in the theorem.

The algorithm uses the variables $f, L \in F_{q^k}$ and $T \in F_{q^2}$. Furthermore we have to consider the space requirement of the sub routines executed in line 5-8 and 10-12. Since the sub routines are executed sequentially and memory is reusable, we have only to add up the space requirement of the sub routine with the highest space requirement. This is, we consider $\max(S_{Curve, Jac, add}, S_{Curve, Jac, dbl}, S_{Mul,q^k})$. This results in a total space requirement of

$$S_{Tate,k} = 2 S_{q^k} + 2 S_{q} + \max(S_{Curve, Jac, add}, S_{Curve, Jac, dbl}, S_{Mul,q^k}).$$
4 Practical Evaluation

This chapter uses the former analyses to calculate the costs for real world implementations. We calculate costs for different sets of parameters. The parameters are the particular prime $p$ and the corresponding curve order $r$, the embedding degree $k$ and the type of curve, and last but not least the specific pairing. We structure this chapter according to the parameter sets. We will not analyze the final exponentiation of the pairings. More information on the final exponentiation for pairings over ordinary elliptic curves can be found in [28] and [18, Ch. 7].

4.1 Tate Pairing

In the following we analyze the costs of the reduced Tate Pairing for the embedding degrees $k = 6, 12$.

4.1.1 Embedding degree $k = 6$, Security level 80 bit

We consider the elliptic curve

\[ E_1 : \quad y^2 = x^3 + ax + b \]

with $\begin{align*}
a &= -3 \\
b &= 0x299CE219B7B01348FC2B5007B6AB1EE1005676F7,
\end{align*}$

which is together with $l = 0x5ECF0CB24C7A405A7495$ an MNT-curve with embedding degree $k = 6$. This particular $l$ is from [27] and it generates the 160-bit prime $p = p(l) = 0x8C72D321E48AA1419B22F914CB43C112B76D7AE5$. The curve $E_1(\mathbb{F}_p)$ has prime order $r = 0x8C72D321E48AA1419B22F914CB43C112B76D7AE5$ with $h(r) = 67$. Note, the curve $E_1$ admits a quadratic twist over $\mathbb{F}_{p^3}$, namely

\[ E' : \quad T^2y^2 = x^3 + ax + b. \]

Remember that the isomorphism $E'(\mathbb{F}_{p^3})[r] \rightarrow E_1(\mathbb{F}_{p^3})[r]$ is given by $(x, y) \mapsto (x, yT)$, see also Section 3.2.4.1.
Lemma 4.1. Let $P \in E_1(F_p)[r] \subset \mathbb{F}_p^2$ and $Q \in E_1(F_p^r)[r] \subset \mathbb{F}_p^{2r}$, where $Q = (x, yT)$ and $(x, y) \in E(F_p^r)[r]$. Then computing the reduced Tate pairing $t_r(P, Q)$ costs $P_{\text{Tate}, r, k} = 12514M_p + 30929A_p$ and $S_{\text{Tate}, k} = 28S_p$.

Proof. We run the Tate Pairing (Algorithm 10) with input $P \in E_1(F_p)[r] \subset \mathbb{F}_p^2$ and $Q \in E_1(F_p^r)[r] \subset \mathbb{F}_p^{2r}$, where $Q = (x, yT)$ and $(x, y) \in E(F_p^r)[r]$. Then we get the following costs:

- **tangent evaluation** - line 5 (Algorithm 8): According to Lemma 3.14 we have $T_{\text{MNT,Jac}} = 7M_p + 9A_p$.
- **point doubling** - line 6 (Algorithm 8): According to Lemma 3.14 we have $D_{\text{MNT,Jac}} = 8M_p + 16A_p$.
- **squaring** - line 7 (Algorithm 6): according to Lemma 3.7 we have $M_{p^6} = 18M_p + 68A_p$.
- **multiplication** - line 8 and 12 (Algorithm 6): The line respectively tangent evaluation yields an element over $\mathbb{F}_p^r$ with 6 coefficients unequal to 0. This means we have to consider this multiplication as a full $\mathbb{F}_p^r$ multiplication. Thus, according to Lemma 3.7 we have $M_{p^6} = 18M_p + 68A_p$.
- **line evaluation** - line 10 (Algorithm 7): According to Lemma 3.13 we have $L_{\text{MNT,Jac}} = 7M_p + 8A_p$.
- **point addition** (Algorithm 7): According to Lemma 3.13 we have $A_{\text{MNT,Jac}} = 12M_p + 6A_p$.

According to Theorem 3.18 we get the following overall costs:

$$
P_{\text{Tate},r,k} = (|r| - 1) \cdot [P_{\text{MNT,Jac}} + T_{\text{MNT,Jac}} + 2M_{p^6}] + (h(r) - 2) \cdot [A_{\text{MNT,Jac-Aff}} + L_{\text{MNT,Jac}} + 1M_{p^6}] + \mathcal{E}
= 159 \cdot [8M_p + 16A_p + 7M_p + 9A_p + 36M_p + 136A_p]
+ 65 \cdot [12M_p + 6A_p + 7M_p + 8A_p + 18M_p + 68A_p] + \mathcal{E}
= 159 \cdot [51M_p + 161A_p] + 65 \cdot [37M_p + 82A_p] + \mathcal{E}
= [8109M_p + 25599A_p] + [2405M_p + 5330A_p] + \mathcal{E}
= 12514M_p + 30929A_p + \mathcal{E}.
$$

The space requirement is as stated in Theorem 3.18. For this we have to evaluate $\max(S_{\text{MNT,Jac,add}, S_{\text{MNT,Jac,dbl}, S_{\text{KSW,aff}}}})$, which is

$\max(1S_{p^6} + 7S_p, 1S_{p^6} + 6S_p, 14S_p) = \max(13S_p, 12S_p, 14S_p) = 14S_p$.

see Lemma 3.13, Lemma 3.14 and Lemma 3.7. Thus the total space requirement is $S_{\text{Tate},k} = 2S_{p^6} + 2S_p + 14S_p = 28S_p$. \(\square\)
4.1 Tate Pairing

4.1.2 Embedding degree \( k = 12 \), Security level 128 bit

We consider the elliptic curve \( E_2 : y^2 = x^3 - 2 \) over \( \mathbb{F}_p \) which is together with 
\( l = -(2^{62} + 2^{55} + 1) = -(0x4080000000000001) \) a BN-curve with embedding degree \( k = 12 \). This particular \( l \) is from [25] and it generates the 254-bit prime \( p(l) \) and the prime order \( r(l) \):

\[
p(l) = 0x2523648240000001BA344D80000000086121000000000013A700000000000013
\]
\[
r(l) = 0x25236482400000001BA344D8000000007FF9F800000000010A100000000000D
\]

In the following we set \( p = p(l) \) and \( r = r(l) \). We choose this specific \( l \) since it generates an order \( r \) with a Hamming weight of just 49. The curve \( E \) has a degree-6 twist over \( \mathbb{F}_{p^2} \), namely \( E' : y^2 = x^3 - 2/\xi \). The isomorphism \( E'(\mathbb{F}_{p^2})[r] \to E_2(\mathbb{F}_{p^{12}})[r] \) is given by \((x, y) \mapsto (xU^2, yU^3)\), see also Section 3.2.4.2.

**Lemma 4.2.** Let \( P \in E_2(\mathbb{F}_p)[r] \subset \mathbb{F}_{p^2}^2 \), \( Q \in E_2(\mathbb{F}_{p^12})[r] \subset \mathbb{F}_{p^{12}}^2 \), where \( Q = (xU^2, yU^3) \) and \((x, y) \in E'(\mathbb{F}_{p^2})[r] \), and \( r, p \) be defined as above. Then computing the reduced Tate pairing \( t_{r} (P, Q) \) costs \( \mathcal{T}_{\text{Tate}, r, k} = 29056M_p + 139056A_p + \mathcal{E} \) and \( \mathcal{S}_{\text{Tate}, k} = 58S_p \).

**Proof.** We run the Tate pairing (Algorithm 10) with input \( P \in E(\mathbb{F}_p)[r] \subset \mathbb{F}_{p^2}^2 \) and \( Q \in E(\mathbb{F}_{p^{12}})[r] \subset \mathbb{F}_{p^{12}}^2 \), where \( Q = (xW^2, yW^3) \). Then we get the following costs:

- **tangent evaluation** - line 5 (Algorithm 9): According to Lemma 3.17 we have \( \mathcal{T}_{BN, J_{\text{Jac}}} = 9M_p + 15A_p \).
- **point doubling** - line 6 (Algorithm 9): According to Lemma 3.17 we have \( \mathcal{T}_{BN, J_{\text{Jac}}} = 7M_p + 14A_p \).
- **squaring** - line 7 (Algorithm 5): According to Lemma 3.8 we have \( M_{p^{12}} = 54M_p + 237A_p \).
- **multiplication** - line 8 and 12 (Algorithm 5): \( l(Q) \) has in both cases (line 8 and 12) the form \( a + bU^2 + cU^3 \) with \( a \in \mathbb{F}_p \) and \( b, c \in \mathbb{F}_{p^2} \). Computing this multiplication with the Karatsuba method while treating \( f \) and \( l(Q) \) as elements from \( \mathbb{F}_{p^{12}} \) costs according to Lemma 3.8 \( M_{p^{12}} = 54M_p + 237A_p \).

Since \( l(Q) \) has only 5 coefficients unequal 0, many multiplications have no effect. Hence, for this analysis we do not count these multiplications. Hence computing \( f \cdot l(Q) \) costs \( 35M_p + 237A_p \).\(^{12}\)

- **line evaluation** - line 10 (Algorithm 7): According to Lemma 3.16 we have \( \mathcal{L}_{BN, J_{\text{Jac}}} = 6M_p + 8A_p \).

\(^{1}\)The number of additions is also smaller, but we ignore this here.

\(^{2}\)One can check that the multiplication \( f \cdot l(Q) \) costs only \( 35M_p \) by simply simulating Algorithm 5 on input \( f \) and \( l(Q) \), and counting the number of these base field multiplications where every factor is unequal to 0.
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- point addition - line 11 (Algorithm 7): According to Lemma 3.16 we have $A_{BN,Jac} = 12M_p + 6A_p$.

According to Theorem 3.18 we get the following overall costs:

$$P_{Tate,r,k} = (|r| - 1) \cdot [D_{BN,Jac} + T_{BN,Jac} + 1M_p^{12} + (35M_p + 237A_p)]$$
$$+ (h(r) - 2) \cdot [A_{BN,Jac-Add} + L_{BN,Jac} + (35M_p + 237A_p)] + \mathcal{E}$$
$$= 253 \cdot [7M_p + 14A_p + 9M_p + 15A_p + 54M_p + 237A_p + 35M_p + 237A_p]$$
$$+ 47 \cdot [12M_p + 6A_p + 6M_p + 8A_p + 35M_p + 237A_p] + \mathcal{E}$$
$$= 253 \cdot [105M_p + 503A_p] + 47 \cdot [53M_p + 251A_p] + \mathcal{E}$$
$$= 26565M_p + 127259A_p + 2491M_p + 11797A_p + \mathcal{E}$$
$$= 29056M_p + 139056A_p + \mathcal{E}.$$

The space requirement is as stated in Theorem 3.18. For this we have to evaluate $\max(S_{BN,Jac,add}, S_{BN,Jac,dbl}, S_{KS,p^{12}})$, which is

$$\max(S_{BN,Jac,add}, S_{BN,Jac,dbl}, S_{KS,p^{12}}) = \max(19S_p, 32S_p, 26S_p)$$
$$= 32S_p,$$

see Lemma 3.16, Lemma 3.17 and Lemma 3.8. Thus the total space requirement is $S_{Tate,k} = 2S_p^{12} + 2S_p + 32S_p = 58S_p$.

4.2 Measurements and Estimates

One part of this thesis is an implementation of the reduced Tate pairing. We have implemented the Tate pairing for the case $k = 12$ and $|p| = 254$. For this specific implementation we measured timings which we present in the following. In particular we present timings for operations over $\mathbb{F}_p$ for the field sizes 254 and 160, operations over the extension field $\mathbb{F}_{p^{12}}$ for $|p| = 254$ and the Miller loop of the Tate pairing. We will use these timings to justify the practical correctness of our analyses made before.

All measurements were done on a ARM Cortex M3 at the highest possible clock rate of 166Mhz and we used the flag `-O3` for compiler optimizations. The ARM Cortex M3 has a word length $n = 32$ and 13 general purpose registers. Table 4.1 summarizes the cycles count of the most important instructions for computing bilinear pairings.
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### 4.2.1 Base Field Arithmetic

In Table 4.2 we present timings for multiplication, addition and inversion over base fields that are defined by primes \( p_1 \) and \( p_2 \) where \( |p_1| = 254 \) and \( |p_2| = 160 \). These timings show us that computing pairings on affine coordinates is not as efficient as on Jacobian coordinates.

#### Computed on affine coordinates for \( |p_1| = 254 \) and \( k = 12 \)

We check that at first for the case \( |p_1| = 254 \) and embedding degree \( k = 12 \). We see that one inversion is approximately as expensive as 20 multiplications\(^3\). The point addition \( T + P \) on affine coordinates \( T = (x_1, y_1), P = (x_2, y_2) \in \mathbb{F}_{p_1} \) (see (2.6)) is computable with 1 inversion, \( 2M_{p_1} \) and \( 6A_{p_1} \). The line evaluation \( l_{T,P}(Q) \) (see (3.5)) on the affine coordinates \( T, P \) as defined above and \( Q = (xU^2, yU^3) \in \mathbb{F}_{p_1} \) as defined in Lemma 4.2 has the following costs: the needed inversion can be reused from the computation of the point addition and the remaining subtractions and multiplications cost at most \( 8A_{p_1} \) and \( 3M_{p_1} \). Having that one inversion costs \( 20M_{p_1} \) we can estimate the costs for point addition and line evaluation on affine coordinates with \( 25M_{p_1} + 14A_{p_1} \). A point addition and a line evaluation on Jacobian coordinates cost \( 12M_{p_1} + 6A_{p_1} + 6M_{p_1} + 8A_{p_1} = 18M_{p_1} + 14A_{p_1} \), see Lemma 3.16.

The point doubling \( [2]T \) on the affine coordinate \( T \) (see (2.7)) is computable with 1 inversion, \( 3M_{p_1} \) and at least \( 7A_{p_1} \), where we do not count the addition with \( a \) and we consider the scalar multiplications by 2 and 3 as additions. The tangent evaluation \( l_{T,T}(Q) \) on the affine coordinates \( T \) and \( Q \) as defined above can be estimated with the costs: we can completely reuse the computation of term \( (3x_1^2 + a)/2y_1 \) and the remaining subtractions and multiplications cost at most \( 8A_{p_1} \) and \( 3M_{p_1} \). Then we can estimate the costs by \( 26M_{p_1} + 15A_{p_1} \). A point doubling and a tangent evaluation on Jacobian coordinates cost \( 7M_{p_1} + 14A_{p_1} + 9M_{p_1} + 15A_{p_1} = 16M_{p_1} + 29A_{p_1} \), see Lemma 3.17. Thus, as long as 1 inversion in \( \mathbb{F}_{p_1} \) is at least as expensive as 11.5\( M_{p_1} \), point operations and line evaluations on affine coordinates will not outperform those operations on Jacobian coordinates significantly.

\(^3\)The inversion is computed with the Extended Euclidean Algorithm.
**Computations on affine coordinates for** $|p_2| = 160$ and $k = 6$ Now we check that computing pairings on affine coordinates for the case $|p_2| = 160$ and embedding degree $k = 6$ is also not as efficient as on Jacobian coordinates. In this case we have that one inversion is approximately as expensive as 17 multiplications. The point addition and point doubling on the affine coordinates is as expensive as stated calculated above. Thus, we have only to consider the costs of the line evaluation on affine coordinates. The line evaluation $l_{T,P}(Q)$ (see (3.5)) on the affine coordinates $T, P$ as defined above and $Q = (x,yT) \in \mathbb{F}_{p_2^6}$ as defined in Lemma 4.1 has the following costs: the inversion can be reused again and the remaining subtractions and multiplications cost at most $8A_{p_2}$ and $3M_{p_2}$. Having that one inversion costs $17M_{p_2}$ we can estimate the costs for point addition and line evaluation on affine coordinates with $22M_{p_2} + 14A_{p_2}$. A point addition and line evaluation on on Jacobian coordinates cost $12M_{p_2} + 6A_{p_2} + 7M_{p_2} + 8A_{p_2} = 19M_{p_2} + 14A_{p_2}$, see Lemma 3.13.

The tangent evaluation $l_{T,T}(Q)$ (see (3.7)) on the affine coordinates $T, P$ as defined above and $Q = (x,yT) \in \mathbb{F}_{p_2^6}$ as defined in Lemma 4.1 has the following costs: again we can completely reuse the computation of the term $(3x^2 + a)/2y_1$ and the remaining subtractions and multiplications cost at most $8A_{p_2}$ and $3M_{p_2}$. Then we can estimate the costs for computing a point doubling and tangent evaluation on affine coordinates with $23M_{p_2} + 15A_{p_2}$. Here we have that a point doubling and a tangent evaluation on Jacobian coordinates cost at most $8M_{p_2} + 16A_{p_2} + 7M_{p_2} + 9A_{p_2} = 15M_{p_2} + 25A_{p_2}$, see Lemma 3.14. We have the same break-even value as before: as long as 1 inversion in $F_{p_2}$ is at least as expensive 11.5$M_{p_2}$, point operations and line evaluation on affine coordinates will not outperform those operations on Jacobian coordinates significantly.

**Computing constant multiplications** We can also see that one multiplication is approximately as expensive as 30 additions. Thus, it makes sense to compute multiplications by constants $c$ with $|c| + h(c) - 1 \ll 30$ by a double-and-add approach.

<table>
<thead>
<tr>
<th></th>
<th>10k Mul</th>
<th>10k Add</th>
<th>10k Inv</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{p_1}$</td>
<td>2.1s</td>
<td>0.07s</td>
<td>42s</td>
</tr>
<tr>
<td>$F_{p_2}$</td>
<td>1.05s</td>
<td>0.048s</td>
<td>18s</td>
</tr>
</tbody>
</table>

Table 4.2: costs of base field operations in seconds, with $|p_1| = 254$ and $|p_2| = 160$

**4.2.2 Extension Field Arithmetic**

In Table 4.3 we present timings for Schoolbook and Karatsuba multiplication as well as for additions, each for the fields $F_{p_1^{12}}$ and $F_{p_6}$ with $|p| = 254$. We see that the Karatsuba method clearly outperforms the Schoolbook method. As shown in Table 3.1, the multiplication timings behaves as stated by the theoretical results.
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We show this by applying the theorems statements on the timings from table Table 4.2. Then we compare the theoretical estimates with the timings given in Table 4.3 by providing a relative error measurement. We compute the relative error \( f \) by the formula \((x_t/x_p - 1) \cdot 100\%\), where \( x_t \) is the theoretical estimate and \( x_p \) is the timing measured in practice.

- \( F_{p,12} \): Karatsuba, applying Lemma 3.8:
  \[
  54 \cdot 2.1s + 237 \cdot 0.07s = 129.99s \approx 132s, \quad f = -1.523\%.
  \]

- \( F_{p,12} \): Schoolbook, applying Lemma 3.4:
  \[
  144 \cdot 2.1s + 195 \cdot 0.07s = 316.05s \approx 325s, \quad f = -2.754\%.
  \]

- \( F_{p,6} \): Karatsuba, applying Lemma 3.7:
  \[
  18 \cdot 2.1s + 68 \cdot 0.07s = 42.56s \approx 43s, \quad f = -1.023\%.
  \]

- \( F_{p,6} \): Schoolbook, applying Lemma 3.3:
  \[
  36 \cdot 2.1s + 45 \cdot 0.07s = 78.75s \approx 81s, \quad f = -2.777\%.
  \]

At first we notice that the theoretical estimates are always beneath the practical timings. We can say that these small errors result from overhead such as functions calls, loops, if-else statements and assignments that are not considered by the theoretical analyses. Thus, all in all, the theoretical analyses fit the practical timings very well, such that the theoretical analyses are useful for further estimates.

<table>
<thead>
<tr>
<th>10k Mul Schoolbook</th>
<th>10k Mul Karatsuba</th>
<th>10k Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{p,6} )</td>
<td>81s</td>
<td>43s</td>
</tr>
<tr>
<td>( F_{p,12} )</td>
<td>325s</td>
<td>132s</td>
</tr>
</tbody>
</table>

Table 4.3: costs of extension field operations in seconds, \(|p| = 254\)

4.2.3 Bilinear Pairings

At first we will validate the theoretical estimate for the reduced Tate pairing for the case \( k = 12 \) (see Section 4.1.2). Second, we will estimate the run time of the reduced Tate pairing for the case \( k = 6 \) (see Section 4.1.1).

Validation of Estimate for Reduced Tate Pairing with \( k = 12 \) and \(|p| = 254\)

In Table 4.4 we present timings for the computation of the reduced Tate pairing as specified in Section 4.1.2. We compare these timings with the theoretical estimate made in Section 4.1.2. We state that one computation of the reduced
Tate pairing costs $29056\cdot M_p + 139056\cdot A_p + E$, see Lemma 4.2. According to table 4.2, for the Miller Operation we have a theoretical estimate of $29056 \cdot 0.00021s + 139056 \cdot 0.00007s = 7.075152s$. Compared to the measurement we have a relative error of $f = -3.96\%$.

<table>
<thead>
<tr>
<th>Miller Operation</th>
<th>Final Exponentiation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.3666</td>
<td>54.9333</td>
<td>62.3</td>
</tr>
</tbody>
</table>

Table 4.4: costs of reduced Tate pairing as specified in Section 4.1.2

The final exponentiation needs 54.9333s. This value is that high since we implemented the final exponentiation by a trivial square and multiply approach, that needs $4213M_{p^{12}}$. According to Lemma 3.8 we can express this as $227502M_p + 998481A_p$ which gives a theoretical estimate of $227502 \cdot 0.00021s + 998481 \cdot 0.00007s = 47.77542s + 6.989367s = 54.764787s$. Compared to the measurement this is a relative error of $f = -0.3\%$.

One can drastically reduce the complexity of the final exponentiation by using more advanced exponentiation strategies as explained by Hankerson et al. in [18, Ch. 7]. The analysis made there is comparable with our analysis. Using an advanced exponentiation strategy, they estimate the costs with $7246M_p$ and one inversion in the base field. Thus, using a similar exponentiation strategy, this would lower the costs approximately by factor 30. Hence, considering our timings, the final exponentiation can be done approximately in 2s, which is a conservative time estimate.

Thus, it is possible to compute the reduced Tate pairing for $k = 12$ and $|p| = 254$ in at most $7.3666s + 2s \approx 9.5s$.

**Run Time Estimate for Reduced Tate Pairing with $k = 6$ and $|p| = 160$**

In Section 4.1.1 we state that the computation of the reduced Tate pairing costs $12514M_p + 30929A_p + E$, see Lemma 4.1. According to Table 4.2, we estimate that one computation costs $12514 \cdot 0.00105s + 30929 \cdot 0.000048s = 1.462s$. As before, the final exponentiation can be computed in at most 2s, which is a very raw and conservative estimate. Hence, it is possible to compute the reduced Tate pairing for $k = 6$ and $|p| = 160$ in at most $1.462s + 2s \approx 3.5s$.

### 4.3 Discussion

We have that the reduced Tate pairing for $k = 6$ is $9.5s/3.5s \approx 2.7$ times faster than the reduced Tate pairing for $k = 12$. The better efficiency of the reduced Tate pairing for $k = 6$ comes along with a lower security level of just 80 bit, whereas the reduced Tate pairing for $k = 12$ provides a security level of 128 bit. Thus, we can state that: the lower the security level the faster the computation of the reduced Tate pairing. Note that the factor 2.7 is just a raw estimate. By applying and analyzing an advanced exponentiation strategy we would get
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a sharper and greater factor. More precisely, we think that the factor is greater than 2.7.

All in all, the performance of the reduced Tate pairing is not very high on our platform. The timings 9.5s and 3.5s are far too slow for practical purposes. Many cryptographic protocols that rely on bilinear pairings require several pairing computations within one protocol run. This would result in a protocol run time of several tens of seconds or even minutes which is completely not applicable. For practical purposes we require a bilinear pairing computation in the range of 1ms. This means, we have to improve the performance of the reduced Tate pairing for $k = 6$ by a factor 3500, and for $k = 12$ by a factor 9500. We think that run times in this range are not achievable on an ARM Cortex M3 @ 166Mhz together with ECRYPT’s base field library. Nonetheless, we want to show where our implementation lacks efficiency and where it is worse to improve the implementation. Then we will analyse how fast we can get.

4.3.1 Further Optimization

Our implementation lacks efficiency at the following computations.

1. Our implementation does not take advantage of special squaring strategies in extension fields. Hankerson et al. apply in [18, Ch. 7] a special squaring method for the extension field $\mathbb{F}_{p^6}$. This technique only costs $12M_p$ to square in $\mathbb{F}_{p^6}$ and $36M_p$ to square in $\mathbb{F}_{p^6}$. Applying this method for the reduced Tate pairing for $k = 12$ would decrease the number of multiplications by $253 \cdot (54M_p - 36M_p) = 4554M_p$, which saves approximately $4554 \cdot 0.00021s = 0.956s$. For $k = 6$ this method decreases the number of multiplications by $159 \cdot (18M_p - 12M_p) = 954M_p$, which saves approximately $954 \cdot 0.000105s = 0.1s$.

2. Algorithm 7 needs 12 base field multiplications for computing a point addition. The point addition is also computable with just 11 multiplications, see [5, madd-2007-bl]. Applying this algorithm would save 47 multiplications for the case $k = 12$ and 65 multiplications for the case $k = 6$. This results just in a small improvement of $47 \cdot 0.00021s = 0.00987s$ and $65 \cdot 0.000105s = 0.006825s$, respectively.

3. Our implementation does not take advantage of the lazy reduction approach. Aranha et al. state in [2] an improvement of about 20% on several Intel and AMD 64-bit architectures.

Hence, applying these improvements could reduce the run time of 9.5s for $k = 12$ to $9.5s - 0.956s - 0.00987s - 0.2(9.5s - 0.956s - 0.00987s) \approx 6.8s$ and the run time of 3.5s for $k = 6$ to $3.5s - 0.1s - 0.006825s - 0.2(3.5s - 0.1s - 0.006825s) \approx 2.7s$. We still need to improve the performance by a factor 6800 respectively 2700.

From now on the argumentation follows on the base of the improvements stated in 1. and 2.: For computing the Miller loop for $k = 6$ we need $12514M_p -$
954M_p - 65M_p + 30929A_p = 11495M_p + 30929A_p and for $k = 12$ we need
29056M_p - 4554M_p - 47M_p + 139056A_p = 24455M_p + 139056A_p.

### 4.3.2 Structure of costs

Here we want to give hints where it is worse to improve the implementation. For $k = 6$ we have that 89% of the run time are due to multiplications and 11% are for additions. For $k = 12$ the proportion is slightly different: 84% of the run time are due to multiplications and 16% are due to additions. Thus, to improve the run time we concentrate on the multiplications. But one should not completely ignore the performance of the additions, since 16% and 11% correspond to 0.97s and 0.15s which is also far away from our goal of 1ms.

For reducing the run time we have generally two possibilities: (1) improve the base field arithmetic and (2) reduce the number of base field operations.

#### Improving the base field arithmetic

Here we show which run times we require for the base field arithmetic to reach the goal of 1ms. From now on we just concentrate on the Miller loop and omit the final exponentiation. This means, we soften our goal to compute the Miller loop within 1ms and not the whole pairing. Note, managing to compute the Miller loop within 1ms then computing the whole pairing within 2ms is also possible.

At first we consider this for the case $k = 6$ and $|p| = 160$. We orientate oneself on the proportion above e.g. we want that 90% of the run time are due to multiplications and 10% are due to the additions. Thus, the multiplications have to be computed within 890μs and the additions within 110μs. To reach that, we need that $1M_p$ costs at most 890μs/11495 ≈ 0.00000077s = 77ns and $1A_p$ costs at most 110μs/30929 ≈ 0.000000036s = 3.6ns. At 166Mhz one clock cycle of the ARM Cortex M3 costs approximately $T_{\text{clock}} = 6$ns. To compute the Miller loop within 1ms we would have to compute $1M_p$ within 77ns/6ns ≈ 13 cycles and $1A_p$ within 3.6ns/6ns ≈ 0.5 cycles. By taking a look at Table 4.1 one immediately sees that this is not achievable, since just one $\text{mul64}$ instruction costs in the mean $C_{\text{mul64}} = 4$ cycles. To see what is possible on the ARM Cortex M3 @ 166Mhz, we want to give a very raw lower bound for the run time of the multiplications. For this we estimate the costs of one $1M_p$ multiplication in the number of cycles. We choose the Schoolbook method for multiplying to 160-bit elements. For this we need 25 $\text{mul64}$ instructions. Applying the Karatsuba method for 160-bit elements we would need at least 27 $\text{mul64}$ instructions or 81 $\text{mul32}$ instructions. Thus, the multiplication costs $25 \cdot C_{\text{mul64}} \cdot T_{\text{clock}} = 600\,\text{ns}$. Note, these are just the costs for the pure multiplication, the costs for the reduction are omitted. Having that $1M_p$ costs at least 600ns we can state the lower bound $12514 \cdot 600\,\text{ns} \approx 7.5\,\text{ms}$. Thus, we can state that our software implementation of the reduced Tate pairing for $k = 6$ and $|p| = 160$ on the ARM Cortex M3 processor cannot be faster than 7.5ms.

Now we consider the case $k = 12$ and $|p| = 254$. Again, we orientate oneself on the proportion above. Thus, the multiplications have to be computed within
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840µs and the additions within 160µs. For this, we need that 1M_p costs at most 840µs/24455 ≈ 0.000000034s = 34ns and 1A_p costs at most 160µs/139056 ≈ 0.000000012 = 1.2ns. Again we see that this is not achievable, since the run times are even tougher as in the case for k = 6. Here we want also give a very raw lower bound for the run time of the multiplications. This time we choose the Karatsuba method for multiplying 254-bit elements. For this we need 27 mul64 instructions. Thus, the pure multiplication costs 27 \cdot C_{mul64} \cdot T_{Clock} = 648ns. This results in a total run time of at least 24455 \cdot 648ns ≈ 15.8ms. Thus, we can state that our software implementation of the reduced Tate pairing for k = 12 and |p| = 254 on the ARM Cortex M3 processor cannot be faster than 15.8ms.

Reducing the number of base field operations Another possibility to reduce the run time is to save base field operations. Here we want to show which computations of the Miller loop have the biggest impact on the number of base field operations. One can use that to orientate oneself when searching for the computations with the biggest optimization potential.

Generally we can say that the if-block of reduced Tate pairing (Algorithm 10) has a much smaller impact than the rest of for-loop, since if-block is executed only h(r) − 2 times whereas the rest is executed |r − 1| times. Thus, one should always concentrate at first on the lines 5 – 8. Furthermore, one can regulate the impact of the if-block by choosing r such that h(r) is as small as possible.

We can say that the point operations and line evaluations have the smallest impact. For k = 6 these operations cost 3555M_p + 4885A_p and need 0.4s which is only 29% of the total run time of the Miller loop. For k = 12 these operations cost 4847M_p + 7995A_p and need 1.07s which is only 18% of the total run time of the Miller loop. The used algorithms for computing the point operations and line evaluations are the best known for short Weierstrass curves with a = −3 or a = 0 on Jacobian coordinates. Thus, for improving these operations one should concentrate on other types of curves.

From this we can conclude that the squaring in line 7 and the multiplications in line 8 and 12 of Algorithm 10 make use of 71% and 82% of the total run time for the case k = 6 respectively k = 12. Thus, one should concentrate on optimizing these multiplications.

4.3.3 Outlook

Yet another possibility to reduce the runtime might be to implement parts of the computation in hardware. The best part to start with is the base field multiplication and the appropriate reduction.

One should also consider to implement the Ate pairing. Hankerson et al. show in [18, Ch. 7] that this is possible with only 15722M_p for the Miller operation and 7246M_p and one inversion in the base field for the case k = 12 and |p| = 254. This shows that the Ate pairing is more efficient than the reduced Tate pairing. This should be also true for the case k = 6 and |p| = 160.
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