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Exercise 1:
Let P ⊂ Rd and let V be an arbitrary subspace of Rd. Assume Ĉ = {Ĉ1, . . . , Ĉk} is a k-
clustering of πV (P ) and denote by Ci := {p ∈ P : πV (p) ∈ Ĉi}, C := {C1, . . . , Ck} the
corresponding k-clustering of P . Prove that

D(π(P ), Ĉ) ≤ cost(P, C).

Exercise 2:
Consider the point set P = {(1, 0), (0, 1), (2, 1)} in R2. Use the singular value decomposition
to compute an optimal solution to the k-variance problem with input P and k = 1.

Exercise 3:
Prove Theorem 5.16 for the case k = 2.


