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Exercise 1:
Let D : M ×M → R≥0 be a distance function, P ⊂M , |P | <∞, and k ≥ 2.
Prove the following statements.

(a) costDk (P ) ≤ costDk−1(P )

(b) Let C be a set of optimal k-medians of P , i.e., D(P,C) = costDk (P ).
Let {P1, . . . , Pk} be the partition induced by C, i.e. P = ∪k

i=1Pi.
Then for all i = 1, 2, . . . , k, we have

D(P \ Pi, C \ {ci}) = costDk−1(P \ Pi).

Exercise 2:
Let X ⊆ Rd be a set of n points, where each point x has assigned a weight w(x) ∈ R≥0. The
cost of center m is defined by

cost(m) =
∑
x∈X

w(x)Dl22
(x,m).

Show that
cost(m) = cost(X, c(X)) + W ·D`22

(c(X),m),

where W =
∑

x∈X w(x) and c(X) = 1
W

∑
x∈X w(x) · x.

Exercise 3:
In the lecture we saw that started with poor initial centroids the k-means algorithms may
compute solutions that are arbitrarily worse than an optimal solution. However, for the
construction we used initial centroids that are not contained in the input set.
Show that even if started with initial centroids from the input set, the k-means algorithm
may compute arbitrarily poor solutions.


