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Exercise 1:
Denote the center of a set A ⊂ R by µ(A) = 1

|A|
∑

a∈A a, and let opt1(A) be the optimal
1-means cost with respect to A.
Given a set P ⊂ R, we draw n points uniformly at random from P . Denote by xi the i-th
point that is drawn uniformly at random from P , and let X = {x1, . . . , xn}. Show that

(a) E[µ(X)] = E[xi] = µ(P )

(b) Var(µ(X)) = 1
n
Var(xi)

(c) With probability 1− δ,

|µ(P )− µ(X)|2 < Var(xi)

n · δ
.

(d) Var(xi) = 1
|P | · opt1(P )

(e) With probability 1− δ,

cost(P, µ(X)) <

(
1 +

1

δ · n

)
opt1(P ).

Exercise 2:
Given a set of P ⊂ M and k ∈ N (|P | ≥ k), we define the discrete k-median problem as
follows. Find a subset C ⊆ P , |C| = k, such that cost(P,C) =

∑
p∈P minc∈C Dl22

(c, p) is

minimized. Denote the optimal discrete k-means cost by optdiscrk (P ).
Let optk(P ) be the optimal k-means cost of P . Prove that

optdiscrk (P ) ≤ 2 · optk(P ).


